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his book was written for students taking their first under-
raduate course in ecology. We have assumed that students
in this one-semester course have some knowledge of basic
hemistry and mathematics and have had a course in general
iology, which included introductions to evolution, physiol-
gy, and biological diversity.

rganization of the Book

evolutionary perspective forms the foundation of the
ntire textbook, as it is needed to support understanding of
ajor concepts. The textbook begins with a brief introduction
o the nature and history of the discipline of ecology, followed
y section I, which includes two chapters on earth’s biomes—
ife on land and life in water—followed by a chapter on popu-
ation genetics and natural selection. Sections II through VI
uild a hierarchical perspective through the traditional sub-
isciplines of ecology: section II concerns adaptations to
he environment; section III focuses on population ecology;
ection IV presents the ecology of interactions; section V
ummarizes community and ecosystem ecology; and finally,
ection VI discusses large-scale ecology, including chapters
n landscape, geographic, and global ecology. These topics
ere first introduced in section I within its discussion of
he biomes. In summary, the book begins with an overview
f the biosphere, considers portions of the whole in the
iddle chapters, and ends with another perspective of the
ntire planet in the concluding chapter. The features of this
extbook were carefully planned to enhance the students’
omprehension of the broad discipline of ecology.

eatures Designed with the Student in
ind
1 chapters are based on a distinctive learning system, fea-
uring the following key components:

tudent Learning Outcomes: Educators are being asked
increasingly to develop concrete student learning outcomes
or courses across the curriculum. In response to this need
nd to help focus student progress through the content, all
ections of each chapter in the ninth edition begin with a list
f detailed student learning outcomes.

ntroduction: The introduction to each chapter presents
he student with the flavor of the subject and important
ackground information. Some introductions include
istorical events related to the subject; others present an

example of an ecological process. All attempt to engage stu-
dents and draw them into the discussion that follows.

Concepts: The goal of this book is to build a foundation of
ecological knowledge around key concepts, which are listed
at the beginning of each chapter to alert the student to
the major topics to follow and to provide a place where the
student can find a list of the important points covered in
each chapter. The sections in which concepts are discussed
focus on published studies and, wherever possible, the sci-
entists who did the research are introduced. This case-study
approach supports the concepts with evidence, and intro-
duces students to the methods and people that have created
the discipline of ecology. Each concept discussion ends
with a series of concept review questions to help students
test their knowledge and to reinforce key points made in
the discussion.

SECTION II / Adaptations
to the Environment

Chiapton

Temperatyre
REIations

LEARNING OUTCOMES
e studving this secrion 1 should be able 19 4,
s le to do
g:u,mgmsh between temperatyre and
Plain the ecologica] sjgnif;
) gical significance of,

51 the following,
52 heat
environmen.

energy of motion, of
For example, water

101




Preface

. been put into e —
lllustrations: A great deal of effort has been p e —

. | s00tconere resan g st o0 | res e 1590 i gy |
the development of illustrations, both photographs | fdj;,.‘mrgﬁ,‘;;i,l,;;;’";;; = | h"hb

and line art. The goal has been to c.reate mo.re-effe(;- wafén;u’nfgf :
tive pedagogical tools through Sklllfl.ll. design an

use of color, and to rearrange the tradlthnal preser;

tation of information in figures anq Cflptlons.. Muc

explanatory material is located V.Vlthln th.e 111ulsltra-

tions, providing students with key 1nf0rmat101} where

they need it most. The approach al§0 pr0v1f:11;35 agll

ongoing tutorial on graph interpretation, a Skl. Wi

which many introductory students need practice.
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New to the Ninth Edition

Nearly every chapter has significant changes in this edition.
To update content and respond to reviewers’ comments, we
have incorporated the research and ideas of over 140 new cita-
tions, the majority of which (73%) were authored by under-
represented scientists. A particular effort was made to cite
cutting-edge ecological research by women of color. With
each edition, we continue toward the goal of making this text
reflect the true diversity of researchers in the field.

There are over 100 updated examples in this edition, with
42 new figures, plus improvements or updates to 20 existing
figures. Dozens of new questions have been written to corre-
spond to the new material and, in response to reviewers, many
other questions have been re-written to focus more on con-
cepts rather than specific examples. Several new terms have
also been added in the text and glossary to increase student
understanding and to reflect the evolving nature of the field.
We have also continued to expand connections with evolution
and global change in this edition.

Significant Chapter-by-Chapter Changes

Chapter 1 In response to reviewer’s comments, we have cre-
ated a new section that describes the different tools used by
ecologists, introducing five new terms including ex situ and
in situ. There are a total of nine new figures. We have revised
figure 1 and added microbial ecology as an important frontier.
We have added new examples from recent literature, including
about evolution in alpine chipmunks. Questions were updated.

Chapter 2 Three new figures were added, including from
research on habitat conversion in India. Data on tropical forest
loss was updated. New examples from publications by women
of color on soils and on logging of boreal forests were added.
Wording in several places was clarified in response to reviewers’
comments. An explanation of the distinction between weather
and climate change was added. Improvements were made to 10
figures, including updating the drought data in figure 2.41 to
2020 and relating it to fires. Questions were updated.

Chapter 3 Six citations were updated. Sections added on
United Nations Decade of Ocean Science, microplastics from
research by Chatterjee and Sharma (2019), and updated several
examples. One figure was updated with current global ice levels.

Chapter 4 The “applications” section was re-written with
an updated example of herbicide resistance by Sushila Chaud-
hari and her colleagues, including a new figure. Questions
were updated, and an existing figure improved.

Chapter 5 A total of 13 new citations, including examples
with current citations were provided of how global warming
is affecting ecosystems. New example and figure created to
describe relationship between water temperature and canopy
cover. Research on endothermic fish updated, with a new
figure created and concept of RM endothermy added. Old
example replaced with new section on comparisons between
endothermic and ectothermic fish with research by a man of
color, including another new figure. Questions were updated.

Chapter 6 Section on water-harvesting re-written with updated
information and a new figure adapted from the review by Guera
and Bhushan (2020). Added concept of cohesion, per reviewer

request. Concepts hydrophilic and hydrophobic introduced. Water
isotope section re-written to clarify per reviewer request, including
a new figure to explain. Applications section was re-written with
updated example from the meta-analysis by Evaristo and McDon-
nell (2017). Questions and one figure were updated.

Chapter 7 Information about chemosynthesis was
expanded and updated with example from Naples, Italy. Pep-
pered moth example re-written and figure replaced with one
that shows actual photographs and data. Old predation exam-
ples were replaced with those using wolf spiders and coral reef
fishes research from teams led by women, including new fig-
ures. Questions were updated.

Chapter 8 Opening photo replaced with a more appropri-
ate one, six references updated. Section on nonrandom mat-
ing in plants significantly updated and clarified. Paragraph
on phylogenies based on genetic analysis added. Updated
number of cooperative breeding species. Updated section on
lion cooperation with research by Natalia Borrego. Questions
were updated.

Chapter 9 New example of gorillas replaces an old exam-
ple, and new paragraph added based on the 2020 Living Planet
Report. One new image. More information about the Breeding
Bird Survey with updated references. Term endemic added, with
paragraph replaced with new example of bird from Hawaii. Figure
on rarity and vulnerability to extinction significantly improved in
response to reviewer request. Questions were updated.

Chapter 10 Seven citations updated. Research on “killer”
bees updated with genetics research led by a man of color,
including updated figure. Added information and example of
pumas in Patagonia to migration section. Questions updated.

Chapter 11 Introduction re-written with example from
the COVID-19 pandemic, including new figures. Three fig-
ures updated, including one for current numbers of whooping
cranes and another with human population growth. Questions
were updated.

Chapter 12 Paragraph replaced with section on life his-
tory trade-offs, based on ideas by Anurag Agrawal. Updated
number of species of fish with 2020 data from IUCN. One
figure improved. Questions were updated.

Chapter 13 Self-thinning section updated with research
from people of color, and new figure added to better explain
zero growth isocline, per reviewer request. Existing Lotka-Vol-
terra figure simplified. Competition meta-analysis research
by Jessica Gurevitch and colleagues added. Extra example of
competition deleted, per reviewer request. Questions updated.

Chapter 14 Section on research by Utida shortened and
simplified per reviewer request, including an improvement to
an existing figure. Questions were re-written to focus on con-
cepts rather than specific research. Two citations updated.

Chapter 16 The concept of a species rarefaction curve is
introduced. A new example of sampling benthic macroinverte-
brates replaces an old example, work done by a man of color
that also introduces the concept of DNA barcoding, including
new figures. Questions were updated.

Chapter 17 Four examples were updated, all from
research led by underrepresented scientists. This includes a
new “Applications” example on hyperparasitoids with a new
figure. Questions were updated.
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Chapter 18 Section on primary productivity of oceans was
re-written with updated environmental factors and relating this
to global change. Map on marine primary productivity has
been updated. Research on top-down vs. bottom-up updated
with a new section and figure from meta-analysis research
conducted by Mayra Vidal, a woman of color, and Shannon
Murphy. Concept of tri-trophic interactions added. Eleven
citations were updated, most of which from papers with under-
represented lead authors. Paragraph on role of microorgan-
isms added, per reviewer request. Questions were updated.

Chapter 20 All sections on succession at Glacier Bay sec-
tion completely re-written to reflect more current research led
by Brian Buma that changes interpretation of those research,
including new figures. This case study becomes a more inter-
esting story about how understanding can evolve with new
information. Questions were updated.

Chapter 21 Reference to the 2020 California wildfires
was added, including a short paragraph about research from
UC Berkeley. Questions were updated.

Chapter 23 A total of five new figures added, including one
that refers to the Australian wildfires of 2020. Figure on atmos-
pheric CO, updated with current values. Section on nitrogen
pollution re-written with more explanation and more current
research. The forest section was re-written with forest biodiver
sity data from the FAO 2020 report on the State of the World’s
Forests and other current research. Corrections made to use of
Spanish words, per reviewer request. Deforestation in Brazil was
updated. There were a total of 13 new citations, 9 from under-
represented scientists. Questions were updated.

Online Materials

Available online are suggested readings and answers to concept
review, chapter review, and critiquing the evidence questions.

Related Title of Interest from McGraw-
Hill Education

Ecology Laboratory Manual, by Vodopich

ISBN: 978-0-07-338318-7;

MHID: 0-07-338318-X)

Darrell Vodopich, coauthor of Biology Laboratory Manual,
has written a new lab manual for ecology. This lab manual
offers straightforward procedures that are doable in a broad
range of classroom, lab, and field situations. The procedures
have specific instructions that can be taught by a teaching
assistant with minimal experience as well as by a professor.
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A yellow-rumped warbler, Dendroica coronata, feeding young. Ecological
studies of warblers have made fundamental contributions
to the growth of ecological understanding.

Introduction
to Ecology

Historical Foundations
and Developing Frontiers

LEARNING OUTCOME
After studying this section you should be able to do the following:

1.1 Discuss the concept of environment as it pertains to
the science of ecology.

hat is ecology? Ecology is the study of relation-
Wships among organisms and between organisms

and the physical environment. These relationships
influence many aspects of the natural world, including the dis-
tribution and abundance of organisms, the variety of species
living together in a place, and the transformation and flow of
energy in nature.

Humans are rapidly changing earth’s environment, yet we
do not fully understand the consequences of these changes
For instance, human activity has increased the quantity of
nitrogen cycling through land and water, changed land cover
across the globe, and increased the atmospheric concentra-
tion of CO,. Changes such as these threaten the diversity of
life on earth and will also endanger our life support system
Because of the rapid pace of environmental change in the early
twenty-first century, it is imperative that we better understand
earth’s ecology.

Behind the simple definition of ecology lies a broad
scientific discipline. Ecologists may study individual organ-
isms, entire forests or lakes, or even the whole earth. The
measurements made by ecologists include counts of individ-
ual organisms, rates of reproduction, and rates of processes




Chapter 1 Introduction to Ecology

such as photosynthesis and decomposition. Ecologists often
spend as much time studying nonbiological components
of the environment, such as temperature and soil chem-
istry, as they spend studying organisms. Meanwhile, the
‘environment” of organisms in some ecological studies is
other species. While you may think of ecologists as typically
studying in the field, some of the most important conceptual
advances have come from ecologists who build theoretical
models or do ecological research in the laboratory. Clearly,
our simple definition of ecology does not communicate the
great breadth of the discipline or the diversity of its practi-
tioners. To get a better idea of what ecology is, let’s briefly
review its scope.

Overview of Ecology

LEARNING OUTCOMES
After studying this section you should be able to do the following:

1.2 Describe the levels of ecological organization, for
example, population, studied by ecologists.

1.3  Distinguish between the types of questions
addressed by ecologists working at different levels of
organization.

Explain how knowledge of one level of ecological
organization can help guide research at another
level of organization.

Ecologists study environmental relationships ranging fro
those of individual organisms to factors influencing global-scale

processes. This broad range of subjects can be organized b
arranging them as levels in a hierarchy of ecological organiza
ion, such as that embedded in the brief table of contents and
he sections of this book. Figure 1.1 attempts to display such
hierarchy graphically.
Historically, the ecology of individuals, (fig. 1.1A), ha
been the domain of physiological ecology and behaviora
ecology. Physiological ecologists have emphasized the evolu:
ion (a process by which populations change over time) of
physiological and anatomical mechanisms by which organ
isms adapt to challenges posed by physical and chemica
ariation in the environment. Meanwhile, behavioral ecolo
gists have focused principally on evolution of behaviors that
allow animals to survive and reproduce in the face of environ
mental variation.

There is a strong conceptual linkage between ecologica
studies of individuals and of populations particularly where
hey concern evolutionary processes. Population ecolog
s centered on the factors influencing population structure
and process, where a population is a group of interbreed
ing individuals of a single species inhabiting a defined area
fig. 1.1B). The processes studied by population ecologist
nclude adaptation, extinction, the distribution and abun
dance of species, population growth and regulation, and
ariation in the reproductive ecology of species. Populatio
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Individuals

How do zebras regulate their
internal water balance?

Population

What factors control zebra
populations?

Community

How do species interact?
How do these interactions
affect coexistence?

Ecosystem

How does fire affect nutrient
availability in grassland
ecosystems?

Landscape

How do vegetated corridors

affect the rate of movement

by mammals among isolated
forest fragments?

Biosphere

‘What role does concentration
of atmospheric CO, play in
the regulation of global
temperature?

Figure 1.1 Levels of ecological organization and examples of the
kinds of questions asked by ecologists working at each level. These eco-
logical levels correspond broadly to the sections of this book.

A) Glow Images; (B) cinoby/E+/Getty Images; (C) Mogens Trolle/Shutterstock;

D) Photo by Gary Wilson, USDA Natural Resources Conservation Service;

E) Comstock/PunchStock; (F) Calysta Images/Getty Images

are influenced by nonbiological and biological aspects of
the environment.

Bringing biological components of the environment into
the picture takes us to the next level of organization, the com-
munity (fig. 1.1C). A community is an association of interact-
ing species. Ecologists who study interactions between species
have often emphasized the evolutionary effects of the interaction
on the species involved. Other approaches explore the effect of
interactions on population structure or on properties of ecologi-
cal communities
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The next level of organization is the ecosystem. An eco/
system is a biological community together with its associ-
ated physical and chemical environment. Community and
ecosystem ecology have a great deal in common, since both
are focused on multispecies systems. However, the objects of
their study differ. While community ecologists concentrate
on understanding environmental influences on the kinds and
diversity of organisms inhabiting an area, ecosystem ecologists
focus on ecological processes such as energy flow and decom-
position (fig. 1.1D).
To simplify their studies, ecologists have long attempted
to identify and study isolated communities and ecosystems
However, all communities and ecosystems on earth are sub-
ject to exchanges of materials, energy, and organisms with
other communities and ecosystems. The study of these
exchanges, especially among ecosystems, is the intellectual
territory of landscape ecology (fig. 1.1E). Landscape ecology
in turn leads us to the largest spatial scale and highest level
of ecological organization—the biosphere, the portions of the
earth that support life, including the land, waters, and atmo-
sphere (fig. 1.1F).
While this description of ecology provides a brief preview
of the material covered in this book, it is a rough sketch and
highly abstract. To move beyond the abstraction represented
by figure 1.1, we need to connect it to the work of the scien-
tists who have created the discipline of ecology. To do so, let’s
briefly review the research of ecologists working at a broad
range of ecological levels emphasizing links between historical
foundations and some developing frontiers (fig. 1.2).

Concept 1.1 Review

1. How does the level of ecological organization an ecolo-
gist studies influence the questions he or she poses?

2. While an ecologist may focus on a particular level of
ecological organization shown in figure 1.1, might other
levels of organization also be relevant? For example, why
should an ecologist studying factors limiting numbers in
a population of zebras consider the influences of inter-
actions with other species or the influences of global
processes such as climate change?

Sampling Ecological Research

LEARNING OUTCOMES
After studying this section you should be able to do the following:

1.5 List three categories of ecological research, and give
an example of each.

1.6 Explain how new tools and technology can be used to
advance each category of ecological research.

1.7 Describe different types of ecological models and
explain how are they used.

(b)

Figure 1.2  Two rapidly developing frontiers in ecology.

a) Microbial ecology: the study of the interactions among microorgan-
isms and between them and their environment (e.g., Epps and Arnold
2019). The importance of these organisms for regulating systems

from populations to ecosystems is becoming increasingly understood.
b) Urban ecology: the study of urban areas as complex, dynamic
ecological systems, influenced by interconnected, biological, phys-

ical, and social components. As ecologists focus their research on the
environment where most members of our species live, they have made
unexpected discoveries about the ecology of urban centers such as the city
of Baltimore (see chapter 19). (a) STEVE GSCHMEISSNER/Science Photo
Library/Getty Images; (b) Jon Bilous/Shutterstock

Ecologists design their studies based on their research questions,
the temporal and spatial scale of their studies, and available
research tools. Because the discipline is so broad, ecologi-
cal research can draw from all the physical and biological sci-
ences. The following section of this chapter provides a sample
of ecological questions and approaches to research.

Types of Research

In the broadest sense, we can consider ecological research in
three general categories: observation, experimentation, and

modeling. Each of these types of research is necessary for
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understanding the organisms and processes at work in our world;
most ecologists use at least two, if not all three approaches to
answer ecological questions.

Observation

Observation refers to the collection of data in unmanipus
lated settings, such as counting numbers of birds in a patch
of forest or describing types of fungal spores seen through
a microscope. Some of this work takes place in the field, or
in situ, meaning in the habitat where the organisms live, while
other research uses specimens that have been collected in the
field but are observed in a laboratory or other setting. Such
specimens may have been sampled for that specific purpose or
may have been collected long beforehand and stored for future
study, such as those found in an herbarium or museum. For
example, many researchers have been able to track the impact
of climate change on plant communities using thousands of
plant specimens collected over more than a century (Jones
and Daehler 2018, Piao et al. 2019). Observational research
can be purely descriptive or may test a hypothesis, such as to
understand relationships between organisms. This may involve
comparing observations over time or space.

An important, historical example of ecological observa-
tional research is that by Robert MacArthur, who observed
warblers in spruce forests of northeastern North America
MacArthur 1958). Theory had predicted that two species
with identical ecological requirements would compete with
each other and that, as a consequence, they would not live
in the same environment indefinitely. MacArthur wanted to
understand how several warbler species with apparently simi-
lar ecological requirements could live together in the same

Cape May warbler

New needles and bu
of upper branches

New needles and
buds at top of tree

Bay-breasted
warbler

Old needles and bare
and lichen-covered
middle branches

Blackburnian warbler

Bare or liche:
trunk and middle branches

Figure 1.3  Warbler feeding zones shown in beige. The several warbler species that coexist in the forests of northeastern North America feed in
distinctive zones within fore ee

forest; by observing the birds in their natural habitat, he
determined that each warbler species had a distinct feeding
zone (fig. 1.3). He concluded that this partitioning of the tree
reduced competition among the warblers, stimulating future
generations of studies of competition.
Another classic example of observational research is the

ork by Nalini Nadkarni (1981, 1984a, 1984b), who changed
our ideas of how tropical and temperate rain forests are struc-
ured and how they function. Nadkarni was one of the first
scientists to study the ecology of the unseen world of the for-
est canopy (fig. 1.4). Using mountain-climbing equipment,
she took inventories of the distribution of nutrients in rain
forests in both Costa Rica and the Pacific Northwest of the
nited States. She discovered through this sampling that as
much as four times the nutrient content in trees leaves was
found in epiphytes—plants such as orchids, ferns, and mosses
hat grow on the tree trunks and branches.
MacArthur’s primary research tool was a pair of binoculars

and Nadkarni’s was ropes and harness; however, today there are
many more means by which we can collect observational data.
For example, new ways to access the forest canopy range from
hot air balloons and large cranes (see Investigating the Evidence
16 in Appendix A) to unmanned aerial vehicles (UAV) such as
drones. These can carry cameras and other equipment to collect
data (Waite et al. 2018). Thermal sensors on UAV’s have been
sed to survey animals in the treetops at night (Kays et al. 2019)
Another example of a new type of data being collected

s stable isotope analysis (see chapter 6). Isotopes of a chemi-
al element, such as isotopes of carbon, have different atomic
masses as a result of having different numbers of neutrons
ater and nutrients from different sources can have different

Black-throated
green warbler

New needles and buds
and some older needles

Yellow-rumped
warbler

n-covered lower
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Figure 1.4  Exploring the rain forest canopy. What Nalini Nadkarni
discovered helped solve an ecological puzzle. Courtesy Nalini Nadkarni,
photo by Dennis Paulson

isotopic signatures, thus allowing us to trace them through eco-
systems. In this way, stable isotope analysis provides ecologists
with a new type of “lens” capable of revealing ecological rela-
tionships that would otherwise remain invisible. Melissa Whita-
ker and colleagues used both stable isotope and genetic analysis
to identify trophic relationships for the Anthene usamba, a
butterfly whose larval stage is found on whistling thorn aca-
cia trees (Vachellia drepanolobium) (Whitaker et al. 2019). For
this species, like many small organisms, there were no direct
observations of feeding behavior in the field. However, because
they were found on acacia trees that have a mutualism with
ants, it was hypothesized that the butterfly larvae might feed
upon regurgitations from ants or even eat ants themselves. By
analyzing the DNA and nitrogen isotope signatures of the gut
contents of butterfly larvae at field sites on Suyian Ranch in
Laikipia County, Kenya (fig. 1.5a). Whitaker’s group deter-
mined that these 4. usamba larvae were, in fact, herbivorous,
feeding almost exclusively off of the acacia tree itself (fig. 1.55)

All of these examples are considered observational studies
because there was no manipulation of variables in the field;
data were collected on organisms as they existed in their natu-
ral environment.

Experimentation

While observational research is critically important for
he field of ecology because it allows us to define patterns i

b)

Figure 1.5 (a) Observational research in Kenya, East Africa, by
Melissa Whittaker and colleagues on the African lycaenid butterfly,
Anthene usamba. Since the larvae of the butterfly were found in
acacia tree galls with ants (b), it had been hypothesized that it ate ant
excretions. However, isotope research found that this was incorrect;
because acacia leaves have a particular nitrogen isotope signature,
researchers were able to identify it in the gut of the butterfly’s larvae.
a) Julianne Pelaez; (b) Dino Martins

nature, it is limited because observation cannot be used to
definitively exclude a possible phenomenon (Tilman 1989)
That is, just because we have never observed something (like
a butterfly eating an ant) is not enough to say it is theoreti-
cally impossible. This is why experiments may also be neces-
sary. Experimentation typically refers to research that involves

ipulati ‘ bles of hile holdi ]
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constant in order to test a hypothesis. In her book co-authore
with Elizabeth Lunbeck about scientific observation, Lorraine
Daston described the relationship between observational
research and experiments thus:

“Observation, by the curiosity it inspires and the gaps
that it leaves, leads to experiment; experiment returns
to observation by the same curiosity that seeks to fill
and close the gaps still more; thus one can regard experi-
ment and observation as in some fashion the conse-
quence and complement of one another” (Datson 2011)

Experiments can occur in the field or in a more controlled
setting, such as in a lab, garden, greenhouse, or outdoor enclo-
sures for animals. Ecological experimentation in the field can
be difficult to interpret because of the number of factors that
may influence the data being collected, including factors
that may be unknown to the researcher. In contrast, ex situ (not
in the natural environment) experimentation has the benefit of
being able to exclude all but the factors of interest in the exper-
iment; however, it has the limitation of not representing real
life. Both ex situ and in situ observation and experimentation
may be necessary to fully understand the ecology of an organ-
ism or system.
In a classic example of experimentation, Candace Galen
tested the importance of bees for the evolution of the alpine
wildflower Polemonium viscosum growing on Pennsylvania
Mountain, Colorado (fig. 1.6a). Observational research had
suggested that bumblebees prefer larger flowers, and also
that more visitation by bees meant more pollen transferred
and thus more seeds produced. More seeds means greater fit-
ness. But it was also possible that some other factor such as
nutrients produced both big flowers and lots of seeds in some
plants. Were the bees important for the evolution of flower
size? Galen was one of the first to experimentally test the
hypothesis that larger flowers would have more seeds specifi
cally because they were more attractive to bees (Galen 1989)
To do this, she compared seed set in plants that were exposed
to pollination by bumblebees (the treatment) versus plants
that were hand-pollinated and bagged to exclude bees (the
control). Both groups included plants with a range of flower
sizes. She found that seed number significantly increased with
flower size when pollinated by bees (fig. 1.6b), but that flower
size did not predict seed number in the control group. That
is, her experiment showed that not only did bees prefer larger
flowers, but also that the bees were influencing the evolution
of larger flowers because they caused those plants to have
greater fitness.

As with observational research, new tools and technology
have also advanced ecological experimentation. More than 30
years after her groundbreaking work on bumblebee pollination,
Galen is still researching the ecology and evolution of these
systems, most recently using a newly developed tool for analyz-
ing audio recordings of bees’ wing movements. Galen and her
colleagues took advantage of a natural experiment created by
a solar eclipse to investigate the impact of light and tempera-
ture on bees’ behavior (Galen et al. 2019). They were able to

Relative fitness (Seed set)

Flower size

Figure 1.6 Experimental research on Polemonium viscosum, an
alpine flower in Colorado, USA (a), demonstrated that increasing flower
size was positively associated with fitness, as measured by seed set, in
flowers pollinated by bumblebees. () We know that bumblebees are
driving this relationship because no such relationship was found for
flowers that were hand-pollinated (the control in the experiment)

the graph is adapted from Galen 1989). (a) Candace Galen

compare behavior during darkness (the treatment created by
the eclipse) to daylight (the control) within a single hour by
detecting bee movements using their sound. In order to obtain
a very large sample over a wide geographic area, they used
another new resource: data collected by non-scientists. School
children and other “citizen scientists” assisted in collecting
recordings of bees’ buzzing at 11 locations in 3 regions using
tiny USB microphones dispersed among flowers (fig. 1.7a)
Recordings of the bees buzzing were then digitally analyzed
to document the dramatic decrease in bee movement during
the eclipse (fig. 1.7h). Statistical analysis was used to deter-
mine that this decrease was due primarily to light, rather than
temperature.
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Buzz density (buzzes min!)

None Low High
(b) Relative Light Intensity During Eclipse

Figure 1.7 (a) Emilia Asante, a graduate student at the University
of Missouri, assembles a microphone to record the buzzing of bees.

The white, furry “jacket” screens out wind noise. () Recordings of the
bees buzzing documented a dramatic decrease in bee activity as mea-
sured by buzz density during the eclipse. (a) Candice King; (b) adapted from
Galen et al. 2019

Modeling

Modeling is the creation and analysis of representations of
data or ideas to provide insight or make predictions. In ecol-
ogy, models usually represent a hypothesis regarding how a

system works. Conceptual models are those which describe sys!
tems in pictures or diagrams, whereas quantitative models are
mathematical and may involve complex equations. Like obser-
vational research, models can be purely descriptive can be
designed to test a hypothesis. A line, which can be represented
by the equation y = mx + b, is an example of a very simple
quantitative model that has many applications within ecology.
In Galen’s early work, a line could be used to represent the
relationship between flower size and fitness (fig. 1.65). The
line does not explain all of the variability in fitness, but it
does generally define the rate at which seed set increases with
increasing flower size. In this way, a model can be a tool used
by ecologists to understand the data they have collected. In
other cases, modeling may describe or predict patterns using
data from published work by others. In chapter 6, we will learn
about a modeling approach that is used to summarize findings
from many different studies at once.

Models may also be used to represent a novel hypoth-
esis that can then be tested with or compared against future
observational or experimental data. In chapter 22, we will learn
about McArthur and Wilson’s Island Biogeography model; this
is a conceptual model based on observed data to explain how
size of islands and their proximity to the mainland affect spe-
cies diversity. This model has been applied to many species and
ecosystems, and it has even helped us understand the dynamics
of protected areas as land-islands (Sher and Primack 2018).
Finally, models can be used to simulate natural systems,
allowing us to test scenarios that would be too difficult, expen-
sive, or logistically impossible to do in real life. For example,
Annette Janssen and others created a computer program that
can be used to predict growth of algae in lake ecosystems,
based on different climate models (Janssen et al. 2019). Jans-
sen’s model includes multiple ecological feedbacks that affect
algal growth in deep lakes, making it possible to quantify how
the lake will respond to different nutrient levels under climate
warming. The mathematical equations involved in creating
the simulations can be represented by a conceptual model
fig. 1.8). Although the Janssen et al. model may seem com-
plex, many mathematical simulations of this type are even more
so in their attempt to represent the real world. Such simulations
are important for understanding what has both happened in the
past as well as what may happen in the future.

Climatic and Ecological Change:
Past and Future

The earth and its life are always changing. However, many
of the most important changes occur over such long periods
of time or at such large spatial scales that they are difficult
to study. Two approaches that provide insights into long-term
and large-scale processes are studies of pollen preserved in lake
sediments and of evolutionary change.

Margaret B. Davis (1983, 1989) carefully searched
through a sample of lake sediments for pollen. The sediments
had come from a lake in the Appalachian Mountains, and the
pollen they contained would help her document changes in
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Figure 1.8 Ecological modeling research includes creating complex mathematical simulations of systems as a way of making predictions. Arrows
indicate movement of energy or matter. This conceptual model or schematic of a lake ecosystem represents only a portion of a larger, a process-based
mathematical model that was created to predict algal blooms under different environmental conditions (diagram based on Janssen et al. 2019).

the community of plants living near the lake during the past
several thousand years. Davis is a paleoecologist trained to
think at very large spatial scales and over very long periods of
time. She has spent much of her professional career studying
changes in the distributions of plants during the Quaternary
period, particularly during the most recent 20,000 years.
Some of the pollen produced by plants that live near a
lake falls on the lake surface, sinks, and becomes trapped in
lake sediments. As lake sediments build up over the centuries,
this pollen is preserved and forms a historical record of the
kinds of plants that lived nearby. As the lakeside vegetation
changes, the mix of pollen preserved in the lake’s sediments
also changes. In the example shown in figure 1.9, pollen from
spruce trees, Picea spp., first appears in lake sediments about
12,000 years ago; then pollen from beech, Fagus grandifolia,
occurs in the sediments beginning about 8,000 years ago
Chestnut pollen does not appear in the sediments until about
2,000 years ago. The pollen from all three tree species con-
tinues in the sediment record until about 1920, when chest-
nut blight killed most of the chestnut trees in the vicinity of
the lake. Thus, the pollen preserved in the sediments of lakes
can be used to reconstruct the history of vegetation in the
area. Margaret B. Davis, Ruth G. Shaw, and Julie R. Etter-
son reviewed extensive evidence that during climate change,

lants evolve, as well as disperse (Davis and Shaw 2001; Davis

Shaw, and Etterson 2005). As climate changes, plant popula-
tions simultaneously change their geographic distributions
and undergo the evolutionary process of adaptation, which
increases their ability to live in the new climatic regime. Mean-
while, evidence of evolutionary responses to climate change
has been found in many animal groups. One such example is
evidence of rapid evolution in alpine chipmunks (7amias alpi-
nus) for a gene associated with high elevation stress (fig 1.10)
This was discovered by researchers at the Museum of Verte-
brate Zoology at the University of California using DNA from
historic specimens (Bi et al. 2019). Evolution of adaptations
to elevation have been shown in other rodents using field col-
lected animals (Velotta et al. 2020).
In the remainder of this book, we will fill in the details
of the sketch of ecology presented in this chapter. This brief
survey has only hinted at the conceptual basis for the research
described. Throughout this book we emphasize the conceptual
foundations of ecology. We also explore some of the applica-
tions associated with the focal concepts of each chapter. Of
course, the most important conceptual tool used by ecologists
is the scientific method (see Investigating the Evidence 1 in
Appendix A).

We continue our exploration of ecology in section I with
natural history and evolution. Natural history is the founda-

ion_on which ecologists build modern ecology for whic
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Figure 1.9  The vegetation history of landscapes can be reconstructe
Beech and Spruce) Courtesy of the Gretchen and Stanley Jones Palynological Collection

Figure 1.10 Studies indicate that alpine squirrels (Tamias alpinus)
are evolving adaptations to higher elevations (Bi et al. 2019).
Danita Delimont/Getty Images

evolution provides a conceptual framework. A major premise
of this book is that knowledge of natural history and evolution
improves our understanding of ecological relationships.

Concept 1.2 Review

1. What characterizes each of the three types of ecological
research? How are they different and how might they be
used together?

. What are some of the new tools and technology being
used in ecological research? Why are they valuable?

. How are ecologists able to look backwards and forwards
in time? Why is this important?
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Ecology Can Inform Environmental
Law and Policy

LEARNING OUTCOMES
After studying this section you should be able to do the following:

1.8 Describe the purposes of the Convention on Inter-
national Trade in Endangered Species of Wild Fauna
and Flora (CITES) and the U.S. Endangered Species
Act (ESA).

Discuss how subject areas covered in this text are applic-
able to identifying and managing endangered species.

Because ecological science concerns relationships between
organisms and the environment, it is natural to turn to ecology
when environmental concerns arise. Consequently, ecology has
contributed prominently to the development of environmental
law and policy. For example, ecologists have been essential to
evaluating the effects of pollution on the diversity of species in
terrestrial and aquatic communities and on the functioning of
ecosystems. One area where ecology has played a particularly
significant role is in evaluating the status of individual species
threatened by human impacts on the environment.
Ecological studies of animal and plant populations are
essential to determining when species populations have declined
in numbers to the point where they are in danger of extinction
see chapter 9). Reports of such declines in the 1960s eventually
led to the establishment of international treaties and national
laws to protect endangered species. Two prominent protec-
ions came into force in 1973. The first was the Convention o
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International Trade in Endangered Species of Wild Fauna and
Flora (CITES), an international treaty to protect endangered
species from the threat of wildlife trafficking and trade. The sec-
ond was the U.S. Endangered Species Act, or ESA.

The ESA extended protection to all threatened and endan-
gered vertebrate animals, invertebrate animals, and plants in the
United States and to species elsewhere around the globe listed as
endangered under the CITES treaty. The species protected by the
ESA have ranged from the large and charismatic, such as griz-
zly bears and whales, to inconspicuous plants and insects. Later
amendments to the ESA required that management agencies,
such as the U.S. Fish and Wildlife Service, identify “critical habi-
tat” for threatened and endangered species. This requirement
brought studies of the adaptations of species to the environment

Summary

Ecologists study environmental relationships ranging from those
of individual organisms to factors influencing global-scale pro-
cesses. The research focus and questions posed by ecologists
differ across the levels of ecological organization studied.
Ecologists use three general approaches to research
observation, experimentation, and modeling. Many scientific
questions will require a combination of approaches. Histori-
cally, research of all three types used very simple approaches
and tools, however advances in technology have greatly
expanded our capacity to learn about our world. This includes
the use of drones to collect data in tree tops, stable isotope
analysis to identify the diet of a butterfly, and highly sensitive
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1. Faced with the complexity of nature, ecologists have divided the
field of ecology into subdisciplines, each of which focuses on one
of the levels of organization pictured in figure 1.1. What is the
advantage of developing such subdisciplines within ecology?

. What are the pitfalls of subdividing nature in the way it is repre-
sented in figure 1.1? In what ways does figure 1.1 misrepresent
nature?

. What could you do to verify that the distinct feeding zones
used by the warblers studied by MacArthur (see fig. 1.3) are
the result of ongoing competition between the different species
of warblers? How might you examine the role of competition

Design elements: (Yellowstone thermal pool):©flickrRF/Getty Images

in situ 4

chapters 4-8) as well as community, ecosystem, landscape, and

geographic ecology (chapters 16-22), into greater prominence
as tools for endangered species management. Because human-
caused changes to the environment now extend to the entire
planet, global ecology (chapter 23) is increasingly relevant to
long-term endangered species protection.

Ecological studies are also essential to determining whether
protected populations have recovered sufficiently to be removed
from the ESA’s list of endangered species, a process called delisting.
There have been a number of high-profile species that have been
delisted in recent years, including the gray whales of the eastern
North Pacific Ocean and bald eagles of the contiguous 48 states
In summary, ecological science has been essential to identifying,
protecting, and managing species vulnerable to extinction.

microphones that can measure bee behavior by their buzz
ing. Modeling as a tool to understand patterns and make
predictions has also become more complex, as computer
simulations have made the processing of large amounts of
data easier and faster. Such simulations are particularly useful
in the context of understanding processes that occur at long
time scales, such as evolution and climate change. Because
ecological science concerns relationships between organisms
and the environment, it is often consulted when environmen-
tal concerns arise. Ecological science has been particularly
important to identifying, protecting, and managing species
vulnerable to extinction.

xperiments 5 population 2

quantitative models 7

nodeling 6 urban ecology 3

atural experiment 6
bservation 4

in keeping some American redstarts out of the most productive
feeding areas on their wintering grounds?

. How has technology advanced our capacity to collect data over
wider geographic and temporal scales? What other advances
have benefited the scientific field of ecology?

. What do the studies of Margaret Davis tell us about the compos+
ition of forests in the Appalachian Mountains during the past
12,000 years (see fig. 1.9)? Based on this research, what predictions
might you make about the future composition of these forests?

. Ecological models range from the very simple to the very coms-
plex. Are complex models always better? Why or why not?




SECTION I Natural History
and Evolution
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Despite their often barren appearance, deserts are ecosystems with a
diversity of life, uniquely adapted to the temperature and moisture of
those environments.

Life on Land

LEARNING OUTCOMES
After studying this section you should be able to do the following:

2.1 Explain why plants are the basis of life on Earth
and thus define terrestrial biomes.

2.2 List the main environmental features used to
differentiate the various terrestrial biomes.

and sand, what little vegetation being thick-leaved and

or prickly, with a few vultures overhead and a lizard eat-
ing a scorpion at your feet, where are you? Although the details
differ, this general description fits areas of the southwestern
United States, western China, Libya, Australia, and elsewhere;
we refer to this type of ecosystem as a desert. Desert is one
of several types of biomes, major divisions of the terrestrial
environment, distinguished primarily by their predominant
plants (fig. 2.1a). In figure 2.1, the boundaries between biomes
appear sharp, whereas in nature these transitions generally occur
gradually over long distances along gradients of environmental
variation. But why do we find the same biome in such disparate
locations across the globe? And conversely, why don’t we find
desert at the top of a mountain or at the equator? The study
of how organisms in a particular area are influenced by factors
such as climate, soils, predators, competitors, and evolutionary
history is called natural history. In this chapter, we explore the
natural history of different types of terrestrial biomes, including
the reasons why they are distributed the way that they are.

If you are standing on a ground of seemingly barren rock
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Figure 2.1 (a) Global distribution of biomes. (b) Biomes are general ed by the average temperature (x-axis) and precipitation (rain, y-axis) of
a given location. Robert Whittaker plotted the vegetation type of various locations against these two variables (inset) to determine the boundaries of the
various biomes, but boundaries between these are not distinct, due to the many jother influences of the environment (adapted from Whittaker 1975).

vailability (fig. 2.156). If we plot the combination of these two vari-
bles for locations across the globe by their dominant plant
ypes, we can see clear patterns of how different natural histories
The most important factor for understanding the distribution an be defined by temperature and precipitation (fig. 2.15 inset).
of biomes has to do with climate. Whether an ecosystem is But how does a particular environment result in similar
dominated by cacti, grass, deciduous trees, conifers, or other lants? Returning to our desert scene described above, the

o] 1l orimarily d | 1

Terrestrial Biomes and the
Importance of Plants
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we are on, plants in a desert will have certain functional traits:
particular characteristics that allow them to survive, such as
waxy coatings on leaves that prevent water loss. These functional
traits of plants arise through evolution via selective pressure by
the environment, a subject explored in more detail in chapter 4
The section on deserts in this chapter contains a particularly
compelling example of how selective pressure results in similar
functional traits in unrelated plants on different continents.

But what about all of the animals, fungi, and other organisms
in an ecosystem; why are biomes defined by plants? One reason
for this is that plants form the foundation of life on this planet
On land, plants make the energy of the sun available to all other
lifeforms, including us, via photosynthesis (explained in more
detail in chapter 7). For this reason, plants and other photosyn-
thesizing organisms are called primary producers (fig. 2.2). The
biomass produced by primary producers per unit time is primar
production, which is discussed in detail in chapter 18. Animals
and fungi cannot get their energy directly from the sun and so
depend on this conversion by plants. For example, in the desert

Figure 2.2 How energy moves through an ecosystem; size and direct;
Plants such as cacti capture sun energy via photosynthesis; animals deper
aten plants, and so on. In this way, all organisms ultimately get their en

on of
nd on
rgy fr

we visited above, the lizard is eating a scorpion that may have
eaten a grasshopper that survived by eating a succulent plant,
such as a cactus. When all of these organisms die, there will be
fungi and insects and bacteria that eat them. Thus, all of these
consumer organisms can be considered secondary producers
of energy for the organisms that eat them. We will learn more
about food webs and energy flow in ecosystems in chapters 17
and 18. Selective pressure by the climate will be felt directly by
consumers in an ecosystem, but also indirectly, as each experi
ences the selective pressure of its food source. Each consumer
will have traits that make it able to capture, eat, and digest the
food available in that environment. Thus, the type and diversity
of plants in a given region, determined primarily by climate, will
have far-reaching implications for the rest of the ecosystem.

We devote chapters 2 and 3 to an overview of general types
of ecosystems and where they occur, that is, the natural history
of the biosphere. In chapter 2, we examine the natural history of
life on land. We will explore why natural history is primar-
ily based on latitude—that is, why we don’t find desert at the

~—— Primary
producers

Secondary
~ producers
(consumers)

J

arrows indicate the movement and loss of energy through trophic groups
that energy whether by eating the plants or other animals that have
m the sun, forming the basis of all terrestrial biomes
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equator—but also how soil type and elevation can have strong
influences as well, that is, why we also don’t find desert on
mountaintops. The main goal of chapters 2 and 3 is to take a
large-scale perspective of nature before delving, in later chap-
ters, into finer details of structure and process.

Large-Scale Patterns
of Climatic Variation

LEARNING OUTCOMES
After studying this section you should be able to do the following:

2.3 Diagram the position of the sun relative to the
equator and tropics of Capricorn and Cancer, during
the equinoxes and solstices.

Describe how solar driven air circulation produces
regional differences in precipitation.

Interpret a climate diagram.

Explain the influence of the Coriolis effect on wind
direction.

Uneven heating of the earth’s surface by the sun and the tilt of
the earth combine to produce predictable latitudinal and seasonal
variation in climate. While the global distribution of biomes is
determined primarily by climate, what determines the distribus
tions of climate? Several attributes of climate vary predictably
over the earth. For instance, average temperatures are lower
and more seasonal at middle and high latitudes. Temperature
generally shows little seasonality near the equator, while rain-
fall may be markedly seasonal. Deserts, which are concentrated
in a narrow band of latitudes around the globe, receive little
precipitation, which generally falls unpredictably in time and
space. What mechanisms produce these and other patterns of
climatic variation?

Northern Hemisphere has
spring equinox as equator faces
the sun. Southern Hemisphere
has autumnal equinox.

emperature, Atmospheric Circulation,
and Precipitation

The uneven heating of the earth’s surface results from the
spherical shape of the earth and the angle at which the earth
rotates on its axis as it orbits the sun. Because the earth is a
sphere, the sun’s rays are most concentrated where the sun
is directly overhead. However, the latitude at which the sun
is directly overhead changes with the seasons. This seasonal
change occurs because the earth’s axis of rotation is not per-
pendicular to its plane of orbit about the sun but is tilted
approximately 23.5° away from the perpendicular (fig. 2.3).

Because this tilted angle of rotation is maintained throughout
earth’s orbit about the sun, the amount of solar energy received
by the Northern and Southern Hemispheres changes season-
ally. During the northern summer, the Northern Hemisphere
is tilted toward the sun and receives more solar energy than the
Southern Hemisphere. During the northern summer solstice on
approximately June 21, the sun is directly overhead at the tropic of
Cancer, at 23.5° N latitude. During the northern winter solstice,
on approximately December 21, the sun is directly overhead at
the tropic of Capricorn, at 23.5° S latitude. During the northern
winter, the Northern Hemisphere is tilted away from the sun and
the Southern Hemisphere receives more solar energy. The sun is
directly overhead at the equator during the spring and autumnal
equinoxes, on approximately March 21 and September 22 or 23
On those dates, the Northern and Southern Hemispheres receive
approximately equal amounts of solar radiation.

This seasonal shift in the latitude at which the sun is directly
overhead drives the march of the seasons. At high latitudes, in
both the Northern and Southern Hemispheres, seasonal shifts
in input of solar energy produce winters with low average
temperatures and shorter day lengths and summers with high
average temperatures and longer day lengths. In many areas
at middle to high latitudes, there are also significant seasonal

Northern Hemisphere has
winter as it tilts away from
the sun. Southern
Hemisphere has summer as

/

it tilts toward the sun.

/

Northern Hemisphere

Northern Hemisphere has
summer as it tilts toward the sun.
Southern Hemisphere has winter
as it tilts away from the sun.

Figure 2.3  The seasons in the Northern and Southern Hemisphere:

has autumnal equinox as
equator faces the sun.
Southern Hemisphere
has spring equinox.

<<, Constant tilt of 23.5°
from plane of orbit
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changes in precipitation. Meanwhile, between the tropics o
Cancer and Capricorn, seasonal variations in temperature and
day length are slight, while precipitation may vary a great deal
What produces spatial and temporal variation in precipitation?
Heating of the earth’s surface and atmosphere drives
circulation of the atmosphere and influences patterns of pre-
cipitation. As shown in figure 2.4q, the sun heats air at the
equator, causing it to expand and rise. This warm, moist air
cools as it rises. Since cool air holds less water vapor than
warm air, the water vapor carried by this rising air mass con-
denses and forms clouds, which produce the heavy rainfall
associated with tropical environments.
Eventually, this equatorial air mass ceases to rise and
spreads north and south. This high-altitude air is dry, since the
moisture it once held fell as tropical rains. As this air mass flows
north and south, it cools, which increases its density. Eventu-
ally, it sinks back to the earth’s surface at about 30° latitude and
spreads north and south. This dry air draws moisture from the
lands over which it flows and creates deserts in the process.
Air moving from 30° latitude toward the equator completes
an atmospheric circulation cell at low latitudes. As figure 2.45
shows, there are three such cells on either side of the equator.
Air moving from 30° latitude toward the poles is part of the
atmospheric circulation cell at middle latitudes. This warm air
flowing from the south rises as it meets cold polar air flow-
ing from the north. As this air mass rises, moisture picked up
at lower latitudes condenses to form the clouds that produce
the abundant precipitation of temperate regions. The air rising
over temperate regions spreads northward and southward at a
high altitude, completing the middle- and high-latitude cells of
general atmospheric circulation.
The patterns of atmospheric circulation shown in figure 2.45
suggest that air movement is directly north and south. However,
this does not reflect what we observe from the earth’s surface as

T Snesaracequer

Moisture in ascending
air condenses, forming
clouds.

Some ascending air Some ascending air
flows to the north. flows to the south.
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air rises.

.. RN
air rises. J/} | \\\\\\‘\\
| . 11

‘\\‘\‘ ||| rains fall. | \
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(0° latitude)

Deserts
(30°)

Deserts
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Dry air flowing over
land absorbs moisture.

the earth rotates from west to east. We can see how air movement
changes by this simple demonstration: with your finger, trace a
line from the equator to the north pole on a globe while it is slowly
turning. Do it again for the south pole. Your finger will draw
diagonal lines in the same direction as winds will be dragged on
the surface of the earth. That is, an observer at tropical latitudes
observes winds that blow from the northeast in the Northern
Hemisphere and from the southeast in the Southern Hemi-
sphere (fig. 2.5). These are the northeast and southeast trades.
Someone studying winds within the temperate belt between 30°
and 60° latitude would observe that winds blow mainly from the
west. These are the westerlies of temperate latitudes. At high lati
tudes, our observer would find that the predominant wind direc-
tion is from the east. These are the polar easterlies.

Why don’t winds move directly north to south? The pre-
vailing winds do not move in a straight north-south direction
because of the Coriolis effect. In the Northern Hemisphere, the
Coriolis effect causes an apparent deflection of winds to the right
of their direction of travel and to the left in the Southern Hemis
sphere. We say “apparent” deflection because we see this deflec-
tion only if we make our observations from the surface of the
earth. To an observer in space, it would appear that winds move
in approximately a straight line, while the earth rotates beneath
them. However, we need to keep in mind that the perspective
from the earth’s surface is the ecologically relevant perspective
The biomes that we discuss in chapter 2 are as earthbound as
our hypothetical observer. Their distributions across the globe
are substantially influenced by global climate, particularly geo-
graphic variations in temperature and precipitation.

Geographic variation in temperature and precipitation is
very complex. How can we study and represent geographic varia
tion in these climatic variables without being overwhelmed by a
mass of numbers? This practical problem is addressed by a visual
device called a climate diagram.

Subtropical and polar
air masses meet, creating
a moist temperate climate.

Dry descending air
absorbs moisture,
forming deserts.

Rising air at the
equator is associated

T
600 N

with a moist Tfom-

30°N

Ca )
Iram fore, st

tropical climate.

0° equatorn

30°S
There are three

air circulation

cells on each

side of the equator.

a)

Figure 2.4

(a) Solar-driven air circulation. (b) Latitude and atmospheric circulation
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Coriolis effect:
Winds in the

Northern Hemisphere
deflected to the right
of their direction of
travel
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Coriolis effect:
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Polar easterlies

Winds in the Southern
Hemisphere deflected to
the left

Figure 2.5 The Coriolis effect and wind direction.

Climate Diagrams

Climate diagrams were developed by Heinrich Walter (1985) as
a tool to explore the relationship between the distribution of
terrestrial vegetation and climate. Climate diagrams summarize
a great deal of useful climatic information, including seasonal
variation in temperature and precipitation, and the length and
intensity of wet and dry seasons.

As shown in figure 2.6, climate diagrams summarize cli
matic information using a standardized structure. The months

Mean monthly precipitation,
as given on the right axis,
plotted with blue dots.

Mean monthly temperature, as
given on the left axis, plotted
with red dots.

Locality Elevation (m) ®

- mm
Mean annual

precipitation
(mm)

Mean annual

temperature (°C) %0

- 60

- 40

20

-0

1 T T 1
J FMAMI

January l\

No shading indicates mean
minimum temperature for the
month is below freezing.

\ December

Red shading indicates mean
minimum temperature for the
month is above freezing.

Figure 2.6

Structure of climate diagrams

of the year are plotted on the horizontal axis, beginning
with January and ending with December for locations in
the Northern Hemisphere and beginning with July and
ending with June in the Southern Hemisphere. Tempera-
ture is plotted on the left vertical axis and precipitation
on the right vertical axis. Temperature and precipitation
are plotted on different scales so that 10°C is equivalent
to 20 mm of precipitation. Climate diagrams for wet areas
such as tropical rain forest compress the precipitation scale
for precipitation above 100 mm so that 10°C is equivalent
to 200 mm of precipitation. With this change in scale, rain-
fall data from very wet climates can be fit on a graph of
convenient size.

Because the temperature and precipitation scales are
constructed so that 10°C equals 20 mm of precipitation,
the relative positions of the temperature and precipitation
lines reflect water availability. Theoretically, adequate mois-
ture for plant growth exists when the precipitation line lies
above the temperature line. When the temperature line
lies above the precipitation line, potential evaporation rate
exceeds precipitation.

As you can see, climate diagrams efficiently summarize
important environmental variables. In Concept 2.3, we use cli
mate diagrams to represent the climates associated with major
terrestrial biomes.

Concept 2.1 Review

1. How would seasonality in temperature and precipitation
be affected if earth’s rotation on its axis were perpen-
dicular to its plane of orbit about the sun?

2. Why does the annual rainy season in regions near 23° N
latitude begin in June?
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Chapter 2

Other Factors That Shape
Terrestrial Biomes

LEARNING OUTCOMES
After studying this section you should be able to do the following:

2.7
2.8

Explain the concept of rain shadow.

Describe the characteristics of each of the typical soil
horizons.

Discuss how climate, organisms, topography, parent
material, and time can influence the structure and
development of soils and which organisms can sur-
vive there.

2.9

While terrestrial biome distribution is strongly associated with
latitude, biomes are also influenced by microclimate and soil
type. From the previous section, we know why deserts are
not found at the equator: the angle of the sun’s rays on the sur-
face of the earth results in this being a wet area of the globe
However, latitude is not the only determinant of where we find
biomes; we also do not find desert on mountaintops, regard-
less of latitude. Also consider the fact that at 35°N we can find
temperate forest in North Carolina, grassland in Oklahoma,
desert in Arizona, and Mediterranean scrubland in California
The distribution of mountains partly explains why biomes
do not form perfect horizontal stripes on the earth. It is colder at
higher elevations, of course, but whether it will be wetter or drier
depends on which side of the mountain you are on. To under
stand this, we can apply what we learned in the previous section
about rising air losing its moisture in the form of rain or snow.
Warm, moist air from the ocean that blows toward a mountain
range will have lost much of its moisture when that air reaches
the leeward side (fig. 2.7). The dry climate that results is called
the rain shadow effect. When the temperature and moisture dif-
fer from the prevailing climate, we call these local environments
microclimates, to be discussed in greater detail in chapter 5.

Microclimates can have dramatic influences on biome
distribution; the western United States is one such example
fig. 2.8). Not only do we observe particular plant commun-
ities on high-altitude mountaintops, but because of the rain
shadow effect, we observe a wide range of biomes on the sides
and base of a mountain, even at the same elevation and lati-
tude. Desert, for example, is found on the eastern side of the
Sierra Nevada mountains.

Biomes are not only determined by temperature and mois-
ture, however; in addition to and interacting with climate is the
effect of soils. As you will see in the biome descriptions later
in this chapter, soil type can determine if a region is savanna
or desert, even at the same amount of precipitation. It is partly
for this reason that there are blurry, rather than crisp, bound-
aries between biomes in figure 2.15.
Soil is a complex mixture of living and nonliving material
upon which most terrestrial life depends. The nonliving com-
ponent of soil comes from its underlying geology; weathering
slowly breaks down parent material, often bedrock, into smaller
and smaller fragments to produce sand, silt, and clay-sized par-
ticles. The size of particles and the minerals associated with
them can have profound impacts on what types of plants,
microorganisms, and even animals can live in the associated
soils. Here we summarize the general features of soil structure
and development. The biome discussions that follow include
specific information about the soils associated with each
Nonetheless, it should be kept in mind that variation within a
biome is often due to different types of soils occurring there.
Though soil structure usually changes gradually with
depth, soil scientists generally divide soils into several dis-
crete horizons. In the classification system used here, the
soil profile is divided into O, A, B, and C horizons (fig. 2.9)
The O, or organic, horizon lies at the top of the profile. The
most superficial layer of the O horizon is made up of freshly
fallen organic matter, including whole leaves, twigs, and other
plant parts, which become more fragmented and decomposed

Moist, warm
air rises.
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Dry, cool air
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Cooling air loses
moisture as rain.
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Figure 2.7  The rain shadow effect accounts for dramatic differences
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Conifer forest is favored when there are both moisture
and cool temperatures, here due to high elevation.

o
&,

Only the highest peaks will be cold
enough to have tundra at this
latitude.

- Tundra

- Temperate conifer forest

|:| Open conifer woodland

- Temperate deciduous forest

- Mediterranean woodland and shrubland

- Grassland
|:| Desert
|:| Barren/water

SN
\
Temperate deciduous forest and
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slope of the Sierra Nevada

mountains ... a
.. Whereas due to the rain

shadow effect, desert and
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Figure 2.8 In the western United States, mountain ranges can include
several different biomes, determined by both temperature and precipitation
fig. 2.1b), which can be influenced by the mountains themselves (fig. 2.7)
data from Thompson and Anderson 2000).

Soil horizons

Organic horizon. Upper layer contains
loose, somewhat fragmented plant litter.
Litter in lower layer is highly fragmented.

Mineral soil mixed with some organic
matter. Clay, iron, aluminum, silicates,
and soluble organic matter are gradually
leached from A horizon.

Depositional horizon. Materials leached
from A horizon are deposited in B horizon.
Deposits may form distinct banding patterns.

Weathered parent material. The C horizon
may include many rock fragments. It
often lies on bedrock.

Figure 2.9  Generalized soil profile, showing O, A, B, and C horizons.
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with increasing depth. Fragmentation and decomposition o
the organic matter in this horizon are mainly due to the activi-
ties of soil organisms, including bacteria, fungi, and animals
ranging from nematodes and mites to burrowing mammals
This horizon is usually absent in agricultural soils and
deserts. At its deepest levels, the O horizon merges gradually
with the A horizon.

The A horizon contains a mixture of mineral materials, such
as clay, silt, and sand, and incorporated organic material derived
from the O horizon. Burrowing animals, such as earthworms,
mix organic matter from the O horizon into the A horizon. The
A horizon is generally rich in mineral nutrients. It is gradually
leached of clays, iron, aluminum, silicates, and humus, which is
partially decomposed organic matter. These substances slowly
move down through the soil profile until they are deposited in
the B horizon.

The B horizon contains the clays, humus, and other
materials that have been transported by water from the A
horizon. The deposition of these materials often gives the B
horizon a distinctive color and banding pattern. The B horizon
gradually merges with the C horizon.

The C horizon is the deepest layer in our soil pit and the
only one not typically dominated by plant roots. It consists
of the weathered parent material, which has been worked by
the actions of frost, water, and the deeper penetrating roots of
plants. Because weathering is incomplete and less intense than
in the A and B horizons, the C horizon may contain many
rock fragments. Under the C horizon, we find unweathered
parent material, which is often bedrock.

The soil profile gives us a snapshot of soil structure. How-
ever, soil structure is in a constant state of flux as a consequence
of several influences. Those influences were summarized by
Hans Jenny (1980) as climate, organisms, topography, parent
material, and time. Climate affects the rate of weathering of
parent materials, the rate of leaching of organic and inorganic
substances, the rate of erosion and transport of mineral
particles, and the rate of decomposition of organic matter.
Living organisms, which as we know are also affected by cli
mate, influence the quantity and quality of organic matter
added to soil and the rate of soil mixing by burrowing animals
Topography affects the rates and direction of water flow and
patterns of erosion. Meanwhile, parent materials, such as gran-
ite, volcanic rock, and wind- or water-transported sand, set the
stage for all other influences. Last is the matter of time. Soil
age influences soil structure.

As with many aspects of ecology, it is often difficult to
separate organisms from their environment. The biome discus-
sions that follow provide additional information on soils by
including aspects of soil structure and chemistry characteristic
of each biome.

Concept 2.2 Review

1. The organic horizon is generally absent from agricultural
soils because tilling (e.g., plowing), buries organic matter.

Why is an organic horizon generally absent from desert soils?

Natural History and
Geography of Biomes

LEARNING OUTCOMES
After studying this section you should be able to do the following:

2.10 List the major terrestrial biomes.

2.11 Describe the climatic differences among the biomes.

2.12 Contrast the soils typical of the terrestrial biomes.

2.13 Describe the types of vegetation, animals, and other
organisms characteristic of the terrestrial biomes.

2.14 Explain variation in human presence in the various
terrestrial biomes.

Environmental conditions shape each biome’s characteristic
biology. Early in the twentieth century, many plant ecologists
studied how climate and soils influence the distribution of veg-
etation. Later ecologists concentrated on other aspects of plant
ecology. Today, as we face the prospect of global warming (see
chapter 23), ecologists are once again studying climatic influ-
ences on the distribution of vegetation. International teams of
ecologists, geographers, and climatologists are exploring the
influences of climate on vegetation with renewed interest and
with much more powerful analytical tools. Ecologist Osvaldo
Sala and others created a predictive model (for more on models,
see Investigating the Evidence 1 in Appendix A) using biological
and environmental data from each biome to determine where
biodiversity is at the most risk. While deserts and tundra were
not expected to change much over the next century, Mediterra-
nean and grassland biomes were found to be highly sensitive to
anticipated human-caused changes to the environment, includ-
ing but not limited to climate change (Sala et al. 2000).

In this section, we discuss the climate, soils, and organ-
isms of the earth’s major biomes and how they have been influ-
enced by humans.

Tropical Rain Forest

Tropical rain forest is nature’s most extravagant garden (fig. 2.10)
Beyond its tangled edge, a rain forest opens into a surprisingly

Figure 2.10 Tropical rain forest in Ecuador. More species live

vithin-the three-dimensional framework of tropical rain forests-than-in
within-the-three-aimensional-iramework-ol-tropical rain-torests-than1n

any other terrestrial biome. Elena Kalistratova/Vetta/Getty Images
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pacious interior, illuminated by dim, greenish light shining
hrough a ceiling of leaves. The architecture of rain forests, with
heir vaulted ceilings and spires, has invited comparisons to
athedrals and mansions. However, this cathedral is alive from
eiling to floor, perhaps more alive than any other biome on the
lanet. In the rain forest, the sounds of evening and morning,
he brilliant flashes of color, and rich scents carried on moist
ight air speak of abundant life, in seemingly endless variety.

eography

ropical rain forests straddle the equator in three major regions
outheast Asia, West Africa, and South America (fig. 2.11)
ost rain forest occurs within 10° of latitude north or south
f the equator. Outside this equatorial band are the rain forests
f Central America and Mexico, southeastern Brazil, eastern
adagascar, southern India, and northeastern Australia.

limate

he global distribution of rain forests corresponds to areas
here conditions are warm and wet year-round (see fig. 2.11)
emperatures in tropical rain forests vary little from month
o month and often change as much in a day as they do over
he entire year. Average temperatures are about 25°C to 27°C,
ower than average maximum summer temperatures in many
eserts and temperate regions. Annual rainfall ranges from
bout 2,000 to 4,000 mm, and some rain forests receive even

ore precipitation. In a rain forest, a month with less than 100
m of rain is considered dry.

Soils

Heavy rains gradually leach nutrients from rain forest soils and
rapid decomposition in the warm, moist rain forest climate keeps
the quantity of soil organic matter low. Consequently, rain for-
est soils are often nutrient-poor, acidic, thin, and low in organic
matter. In many rain forests, more nutrients are tied up in living
tissue than in soil. Some rain forests, however, occur where soils
are very fertile such as along rivers. Fungi, bacteria, and soil ani-
mals, such as mites and springtails, rapidly scavenge nutrients
from plant litter (leaves, flowers, etc.) and animal wastes, fur-
ther tightening the nutrient economy in tropical ecosystems.

Biology

Trees dominate the rain forest landscape and average about 40 m
in height but some reach 80 m. These rain forest giants are often
supported by well-developed buttresses. The diversity of rain for-
est trees is also impressive. One hectare (100 m X 100 m) of
temperate forest may contain a few dozen tree species; 1 ha
of tropical rain forest may contain up to 300 tree species.
Primary production in tropical rain forests is the highest of
all terrestrial ecosystems, not only from the trees but also because
the three-dimensional framework formed by rain forest trees is
festooned with other plant growth forms. The trees are trellises
for climbing vines and growing sites for epiphytes, plants that
grow on other plants (fig. 2.12). This vast amount of converted
energy supports a great biological richness of consumers as well
A single rain forest tree may support several thousand species
of insects, many of which have not been described by scientists.
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Orchid \

\

Water-holding /

bromeliad
Accumulated dead ——

organic matter

Cross section
of branch

Roots from tree branches draw
nutrients from epiphyte mat.

Nutrients are contained in living
plants and dead organic matter.

Figure 2.12  An epiphyte mat in the tropical rain forest canopy.
Epiphyte mats store a substantial fraction of the nutrients in tropical rain
forests and support a high diversity of plant and animal species.

The rain forest is not, however, just a warehouse for a
large number of dissociated species. Rain forest ecology is
marked by intricate, complex relationships between species
In the tropical rain forest, there are plants that cannot live
without particular species of fungi, which help them absorb
nutrients (called mycorrhizae), the hummingbirds or insects
that pollinate their flowers, and the animals that disperse
their seeds.

reated

uman Influences

People from all over the globe owe more to the tropics than
is generally realized. Many of the world’s staple foods, includ-
ing maize (called corn in North America and Australia),
rice, bananas, and sugarcane, and approximately 25% of all
prescription drugs were originally derived from tropical plants
Many more species, directly useful to humans, may await
discovery. Unfortunately, tropical rain forests are fast disappear-
ing. According to data collected by scientists at the University
of Maryland, in 2019 an astonishing 11.9 million hectares of
tropical forest cover was lost; this is equal to a football field-
sized area every 8.25 minutes (www.globalforestwatch.org)
This loss diminishes our chances of understanding the extent
and dynamics of biological diversity.

Tropical Dry Forest

During the dry season, the tropical dry forest is all earth tones;
in the rainy season, it’s an emerald tangle (fig. 2.13). Life in
the tropical dry forest responds to the rhythms of the annual
solar cycle, which drives the oscillation between wet and
dry seasons. During the dry season, most trees in the tropi-
cal dry forest are dormant. Then, as the rains approach, trees
flower and insects appear to pollinate them. Eventually, as the
first storms of the wet season arrive, the trees produce their
leaves and transform the landscape.

Geography

Tropical dry forests make up approximately 42% of tropical and
sub-tropical forest area (Hasnat and Hossain 2020) (fig. 2.14)
In Africa, tropical dry forests are found both north and south
of the central African rain forests. In the Americas, tropical
dry forests are the natural vegetation of extensive areas south
and north of the Amazon rain forest. Tropical dry forests
also extend up the west coast of Central America and into
North America along the west coast of Mexico. In Asia, tropi-
cal dry forests are the natural vegetation of most of India and
the Indochina peninsula. Australian tropical dry forests form
a continuous band across the northern and northeastern por-
tions of the continent.

y Tomas Zrna/Getty Images; Ralph L.ee Hopkins/Science Source
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Figure 2.14  Tropical dry forest geography and climate.

Climate

The climate of tropical dry forests is more seasonal than that
of tropical rain forests. The three climate diagrams shown in
figure 2.14, for example, show a dry season lasting for 6—7 months,
followed by a season of abundant rainfall, lasting 5—6 months
The climate diagrams also indicate more seasonal variation in
temperature compared to tropical rain forest.

Soils

The soils of many tropical dry forests are of great age, particu-
larly those in the parts of Africa, Australia, India, and Brazil
that were once part of the ancient southern continent of Gond-
wana. The soils of tropical dry forests tend to be less acidic
than those of rain forests and are generally richer in nutrients
However, the annual pulses of torrential rain make the soils of
tropical dry forest highly vulnerable to erosion.

Biology

The plants of the tropical dry forest are strongly influenced by
physical factors. For example, the height of the dry forest is highly
correlated with average precipitation. Trees are tallest in the wet-
test areas. In the driest habitats, all trees drop their leaves during
the dry season; in wetter areas over 50% may be evergreen. As
in the tropical rain forest, many plants produce animal-dispersed
seeds. However, wind-dispersed seeds are also common. Many
dry forest birds, mammals, and even insects make seasonal migra-
ions to wetter habitats along rivers or to the nearest rain forest.

Climate diagrams for sites in
Southern Hemisphere order
months from July to June.

Human Influences

Heavy human settlement has devastated the tropical dry forest
While the world’s attention has been focused on the plight of
rain forests, tropical dry forests have been quietly disappearing,
including in so-called protected areas. The relatively fertile soil
of tropical dry forests has attracted agricultural development,
including cattle ranches, grain farms, and cotton fields. Tropical
dry forests are more easily converted to agriculture compared to
rain forests, since the dry season makes them more accessible and
easier to burn. Using remote sensing data that spanned 40 years,
Binita Kumari and colleagues found that areas of a reserve in
eastern India that had more human settlements also had higher
rates of deforestation (Kumari et al. 2020; fig. 2.15). In other
areas, protections seem to be working; in Ghana, researchers
found that rates of deforestation had decreased in recent years
and new trees are colonizing in some areas (Janssen et al. 2018).

The loss of the dry forest is significant because, while rain
forests may support a somewhat greater number of species,
many dry forest species are found nowhere else, as many as
40% of the tree and shrub species found there are endemic
Hasnat and Hossain 2020).

Tropical Savanna

Stand in the middle of a savanna, a tropical grassland dotted
with scattered trees, and your eye will be drawn to the hor-
izon for the approach of thunderstorms or wandering herds

¢ wildlife (fig. 2.16). Tt ical is the ki
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Areas of high human density... ...were more likely to be deforested
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Figure 2.15 A comparison of human settlement density (A) and deforestation (B) at the Palamau Tiger Reserve, the latter using satellite imagery.
Authors found that loss of forest cover over time was greatest in the central and northern regions, where population densities were highest (based on
data from Kumari et al. 2020).

Figure 2.16 Tropical savanna and herbivores in East Africa. This ecosystem is characterized by a dominance of grasses with a
ew woody species.  Anna Sher




24 Section I

Natural History and Evolution

the farsighted, the stealthy, and the swift and is the birthplace
of humankind. It was from here that we eventually moved out
into every biome. Though most humans live away from this
first home, the fascination continues.

Geography

Most tropical savannas occur north and south of tropical dry
forests within 10-20° of the equator. In Africa south of the
Sahara Desert, tropical savannas extend from the west to the
east coasts, cut a north-south swath across the East African
highlands, and reappear in south-central Africa (fig. 2.17). In
South America, tropical savannas occur in south-central Brazil
and cover a great deal of Venezuela and Colombia. Tropical
savannas are also the natural vegetation of much of northern
Australia in the region just south of the tropical dry forest
Savanna is also the natural vegetation of an area in southern
Asia just east of the Indus River in eastern Pakistan and north-
western India.

Climate

As in the tropical dry forest, life on the savanna cycles to the
rhythms of alternating dry and wet seasons (see fig. 2.17)
Here, however, seasonal drought combines with another impor-
tant physical factor, fire. The rains come in summer and are

accompanied by intense lightning. This lightning often starts
fires, particularly at the beginning of the wet season when the
savanna is tinder dry. These fires kill young trees while the
grasses survive and quickly resprout. Consequently, fires help
maintain the tropical savanna as a landscape of grassland and
scattered trees.

The savanna climate is generally drier than that of tropical
dry forest. However, San Fernando, Venezuela (see fig. 2.17),
receives as much rainfall as a tropical dry forest. Other savan-
nas occur in areas that are as dry as deserts. What keeps the
wet savannas near San Fernando from being replaced by forest
and how can savannas persist under desertlike conditions? The
answer lies deep in the savanna soils.

Soils

Soil layers with low permeability to water play a key role in
maintaining many tropical savannas. For instance, because
a dense, impermeable subsoil retains water near the surface,
savannas occur in areas of southwestern Africa that would
otherwise support only desert. Impermeable soils also help
savannas persist in wet areas, particularly in South America
Trees do not move onto savannas where an impermeable sub-
soil keeps surface soils waterlogged during the wet season. In
these landscapes, scattered trees occur only where soils are
well drained.
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iology

Even though savannas don’t support many trees, their total pri-
mary production across the globe is second only to tropical
rain forest; a greater proportion of the biological activity on
the savanna simply takes place near ground level, primarily in
grasses. Frequent fires have selected for fire resistance in the
savanna flora. The few tree species on the savanna resist fire
well enough to be unaffected by low-intensity fires.

The tropical savanna is populated by wandering animals
that move in response to seasonal and year-to-year variations in
rainfall and food availability. The wandering consumers of the
Australian savannas include kangaroos, large flocks of birds,
and, for about 50,000 years, humans. During droughts, some of
these Australian species travel thousands of kilometers in search
of suitable conditions. The African savanna is also home to a
host of well-known mobile consumers, such as elephants, wilde-
beest, giraffes, zebras, lions, and, again, humans (see fig. 2.16).

Human Influences

Humans are, in some measure, a product of the savanna and
the savanna, in turn, has been influenced by human activity.
One of the factors that forged an indelible link between us and
this biome is fire. Long before the appearance of hominids,
fire played a role in the ecology of the tropical savanna. Later,
the savanna was the classroom where early humans observed
and learned to use, control, and make fire. Eventually, humans
began to purposely set fire to the savanna, which, in turn,
helped to maintain and spread the savanna itself. We had
begun to manipulate nature on a large scale.

Originally, humans subsisted on the savanna by hunting
and gathering. In time, they shifted from hunting to pastoral-
ism, replacing wild game with domestic grazers and browsers
Today, livestock ranching is the main source of livelihood in all
the savanna regions. In Africa, livestock raising has coexisted
with wildlife for millennia. In modern-day sub-Saharan Africa,
however, the combination of growing human populations, high
density of livestock, and drought has devastated much of the
region known as the Sahel (fig. 2.18).

Figure 2.18 Domestic livestock, such as these cattle on an
African savanna, have had a major impact on tropical savannas around
he world Syda Productions/Shutterstock

esert

In the spare desert landscape, sculpted by wind and water, the
ecologist grows to appreciate geology, hydrology, and climate
as much as organisms (fig. 2.19). The often repeated descrip-
tion of life in the desert as “life on the edge” betrays an out-
sider’s view. Although primary production is lower than that
of other biomes, it does not follow that living conditions there
are necessarily harsh. In their own way, many desert organisms
flourish on meager rations of water, high temperatures, and
saline soils. To understand life in the desert, the ecologist must
see it from the perspective of its natural inhabitants.

Geography

Deserts occupy about 20% of the land surface of the earth
Two bands of deserts ring the globe, one at about 30° N latitude
and one at about 30° S (fig. 2.20). These bands correspond to
latitudes where dry subtropical air descends (see fig. 2.4), dry-
ing the landscape as it spreads north and south. Other deserts
are found either deep in the interior of continents, for example,
or in the rain shadow of mountains, such as the Great Basin
Desert of North America as shown in figure 2.8. Still others are
found along the cool western coasts of continents, for example,
the Atacama of South America and the Namib of southwestern
Africa, where air circulating across a cool ocean delivers a great
deal of fog to the coast but little rain.

Climate

Environmental conditions vary considerably from one desert
to another. Some, such as the Atacama and central Sahara,
receive very little rainfall and fit the stereotype of deserts as
extremely dry places. Other deserts, such as some parts of the
Sonoran Desert of North America, may receive nearly 300 mm
of rainfall annually. Whatever their mean annual rainfall, how-
ever, water loss in deserts due to evaporation and transpiration
by plants exceeds precipitation during most of the year.

Figure 2.20 includes the climate diagrams of two hot des-
erts. Notice that drought conditions prevail during all months
and that during some months average temperatures exceed 30°C
Shade temperatures greater than 56°C have been recorded in the
deserts of North Africa and western North America. However,
some deserts can be bitterly cold. For example, average winter
temperatures at Dzamiin Uuded, Mongolia, in the Gobi Desert
of central Asia sometimes fall to —20°C (see fig. 2.20).

Soils

Desert plants and animals can turn this landscape into a
mosaic of diverse soils. Desert soils are generally so low in
organic matter that they are sometimes classified as lithosols,
which means stone or mineral soil. However, the soils under
desert shrubs often contain large amounts of organic matter
and form islands of fertility. Desert animals can also affect
soil properties. For example, in North America, kangaroo rats
change the texture and elevate the nutrient content of surface
soils by burrowing and hoarding seeds. In Middle Eastern des-
erts, blind mole rats and isopods have been shown to strongly
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Figure 2.19 Life on the edge. Sparse desert vegetation stabilizes a patch
southwestern Africa. Getty Images

of soil at the edge of a field of giant dunes in the Namib Desert in
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Figure 2.20  Desert geography and climate
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Desert soils, particularly those in poorly drained valleys
and lowlands, may contain high concentrations of salts. Salts
accumulate in these soils as water evaporates from the soil
surface, leaving behind any salts that were dissolved in the
water. Salt accumulation increases the aridity of the desert
environment by making it harder for plants to extract water
from the soils. As desert soils age they tend to form a cal-
cium carbonate-rich hardpan horizon called caliche. The
extent of caliche formation has proved a useful tool for aging
these soils.

Biology

The desert landscape presents an unfamiliar face to the vis-
itor from moist climates. Plant cover is absent from many
places, exposing soils and other geologic features. Where
there is plant cover, it is sparse. The plants themselves look
unfamiliar. Desert vegetation often cloaks the landscape in a
gray-green mantle. This is because many desert plants protect
their photosynthetic surfaces from intense sunlight and reduce
evaporative water losses with a dense covering of plant hairs
Other plant adaptations to drought include small leaves, pro-
ducing leaves only in response to rainfall and then dropping
them during intervening dry periods, or having no leaves at all
fig. 2.21). Some desert plants avoid drought almost entirely
by remaining dormant in the soil as seeds that germinate and
grow only during infrequent wet periods.

In deserts, animal abundance tends to be low but diversity
can be high. Most desert animals use behavior to avoid environ-
mental extremes. In summer, many avoid the heat of the day by
being active at dusk and dawn or at night. In winter, the same
species may be active during the day. Animals (as well as plants
use body orientation to minimize heat gain in the summer.

Human Influences

Desert peoples have flourished where nature is stingiest
Compared to true desert species, however, humans are
profligate water users. Consequently, human populations
in deserts concentrate at oases and in river valleys. Many
desert landscapes that once supported irrigated agriculture
now grow little as a result of salt accumulation in their soils
Wang et al. 2019).

The desert is the one biome that, because of human activ-
ity, is increasing in area. Humanity’s challenge is to stop the
spread of deserts that comes at the expense of other biomes
and to establish a balanced use of deserts that safeguards their
inhabitants, human and nonhuman alike.

Woodland and Shrubland

Woodlands and shrublands occur widely in temperate
regions. Some are found in the interior of continents and
others in coastal regions (see fig. 2.1a). Within the woodland,
shrubland biome is a particular climate called Mediterra-
nean, although it can be found in many different regions of
the globe. The Mediterranean woodland and shrubland climate
was the climate of the classical Greeks and the coastal Nativ

b)

Figure 2.21  Similar environments have selected for nearly iden-
tical traits in unrelated desert plants: (a) cactus in North America,

b) Euphorbia in Africa. (a) Lucky-photographer/Shutterstock; (b) Natphotos/
Digital Vision/Getty Images

American tribes of Old California. The mild temperate cli-
mate experienced by these cultures was accompanied by high
biological richness (fig. 2.22). The richness of the Mediterra-
nean woodland flora is captured by a folk song from the Medi-
terranean region that begins: “Spring has already arrived. All
the countryside will bloom; a feast of color!” To this visual
feast, Mediterranean woodlands and shrublands add a chorus
of birdsong and the smells of aromatic plants, including rose-
ary, thyme, and laurel
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Figure 2.22 A Mediterranean woodland in southern Italy. Manuel
C. Molles

Geography

Mediterranean woodlands and shrublands occur on all the con-
tinents except Antarctica (fig. 2.23). They are most extensive
around the Mediterranean Sea and in North America, where
they extend from California into northern Mexico. They are also
found in central Chile, southern Australia, and southern Africa
Under present climatic conditions, Mediterranean woodlands
and shrublands grow between about 30° and 40° latitude
This position places the majority of this biome north of the

subtropical deserts in the Northern Hemisphere, and south o
them in the Southern Hemisphere. The far-flung geographic dis-
tribution of Mediterranean woodland and shrubland is reflected
in the diversity of its names. In western North America, it is
called chaparral. In Spain, the most common name for Mediter:
ranean woodland and shrubland is matorral. Farther east in the
Mediterranean basin the biome is referred to as garrigue. Means
while, South Africans call it fynbos, while Australians refer to at
least one form of it as mallee. Although the names for this biome
vary widely, its climate does not.

Climate

The Mediterranean woodland and shrubland climate is cool
and moist during fall, winter, and spring, whereas summers are
hot and dry (see fig. 2.23). The danger of frost varies consider:
ably from one Mediterranean woodland and shrubland region
to another. When they do occur, however, frosts are usually
not severe. The combination of dry summers and dense vegeta-
tion, rich in essential oils, creates ideal conditions for frequent
and intense fires.

Soils

The soils of Mediterranean woodlands and shrublands have
generally low to moderate fertility and are considered fragile
Some soils, such as those of the South African fynbos, have
exceptionally low fertility. Soil erosion can be severe. Fire
coupled with overgrazing has stripped the soil from some
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editerranean landscapes. Elsewhere, these landscapes,
under careful stewardship, have maintained their integrity for
thousands of years.

Biology

The plants and animals of Mediterranecan woodlands and
shrublands are highly diverse and, like their desert neighbors,
show several adaptations to drought. Trees and shrubs are typi-
cally evergreen and have small, tough leaves, which conserve
both water and nutrients (fig. 2.24). Many plants of Mediterra-
nean woodlands and shrublands have well-developed, mutual-
istic relationships with microbes that fix atmospheric nitrogen

The process of decomposition is greatly slowed during the
dry summer and then started again with the coming of fall and
winter rains. Curiously, this intermittent decomposition may
speed the process sufficiently so that average rates of decom-
position are comparable to those in temperate forests.
Fire, a common occurrence in Mediterranean woodlands
and shrublands, has selected for fire-resistant plants. Many
Mediterranean woodland trees have thick, fire-resistant bark
In contrast, many shrubs in Mediterranean woodlands are rich
in oils and burn readily but resprout rapidly. Most herbaceous
plants grow during the cool, moist season and then die back in
summer, thus avoiding both drought and fire.

Human Influences

Human activity has had a substantial influence on the structure
of landscapes in Mediterranean woodlands and shrublands
For example, the open oak woodlands of southern Spain and
Portugal are the product of an agricultural management system
that is thousands of years old. In this system, cattle graze on
grasses, pigs consume acorns produced by the oaks, and cork
is harvested from cork oaks as a cash crop. Selected areas are
planted in wheat once every 5 to 6 years and allowed to lie fal
low the remainder of the time. This system of agriculture, which

Figure 2.24  These shrubs found in South Africa’s fynbos have
the characteristic leaves that help prevent water loss from this
Mediterranean-type climate. Anna Sher

emphasizes low-intensity cultivation and long-term sustainabil
ity, may offer clues for sustainable agriculture in other regions.
High population densities coupled with a long history
of human occupation have left an indelible mark on Medis
terranean woodlands and shrublands. Early human impacts
included clearing forests for agriculture, setting fires to con-
trol woody species and encourage grass, harvesting brush for
fuel, and grazing and browsing by domestic livestock. Today,
Mediterranean woodlands and shrublands around the world
are being covered by human habitations.

Temperate Grassland

In their original state, temperate grasslands extended unbro-
ken over vast areas (fig. 2.25). Standing in the middle of

Figure 2.25 Bison, native grazers of the temperate grasslands of North America. Mediolmages/PunchStock
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unobstructed prairie under a dome of blue sky evokes a feeling
similar to that of being on a small boat in the open ocean. It is
no accident that early visitors from forested Europe and east-
ern North America often referred to the prairie in the Ameri-
can Midwest as a “sea of grass” and to the wagons that crossed
them as “prairie schooners.” Prairies were the home of the
bison and pronghorn and of the nomadic cultures of Eurasia
and North America.

Geography

Temperate grassland is the largest biome in North America,
extending from 30° to 55° latitude. These grasslands are even
more extensive in Eurasia (fig. 2.26). In North America, the
prairies of the Great Plains extend from southern Canada to
the Gulf of Mexico and from the Rocky Mountains to the
deciduous forests of the east. Additional grasslands are found
on the Palouse prairies of Idaho and Washington and in the
central valley and surrounding foothills of California. In
Eurasia, the temperate grassland biome forms a virtually unbro-
ken band from eastern Europe all the way to eastern China
In the Southern Hemisphere, temperate grassland occurs in
Argentina, Uruguay, southern Brazil, and New Zealand.

Climate

Temperate grasslands receive between 300 and 1,000 mm of
precipitation annually. Though wetter than deserts, temperate
grasslands do experience drought, and droughts may persist
for several years. The maximum precipitation usually occurs

in summer during the height of the growing season (see
fig. 2.26). Winters in temperate grasslands are generally cold
and summers are hot.

Soils

Temperate grassland soils are derived from a wide variety of
parent materials. The best temperate grassland soils are deep,
basic or neutral, and fertile and contain large quantities of
organic matter. The black prairie soils of North America and
Eurasia, famous for their fertility, contain the greatest amount
of organic matter. The brown soils of the more arid grasslands
contain less organic matter.

Biology

Temperate grassland is thoroughly dominated by herbaceous
vegetation. Drought and high summer temperatures encour-
age fire. As in tropical savannas, fire helps exclude woody veg-
etation from temperate grasslands, where trees and shrubs are
often limited to the margins of streams and rivers. In addition
to grasses, there can be a striking diversity of other herbaceous
vegetation. Spring graces temperate grasslands with showy
anemones, ranunculus, iris, and other wildflowers; up to 70 spe-
cies can bloom simultaneously on the species-rich North Amer-
ican prairie. The height of grassland vegetation varies from
about 5 cm in dry, short-grass prairies to over 200 cm in the
wetter, tall-grass prairies. The root systems of grasses and forbs
herbaceous plants that are not grasses) form a dense network
of sod that resists invasion by both trees and the plow.
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Temperate grasslands once supported huge herds o
roving herbivores: bison and pronghorns in North America
see fig. 2.25) and wild horses and Saiga antelope in Eurasia
As in the open sea, the herbivores of the open grassland
banded together in social groups, as did their attendant preda-
tors, the steppe and prairie wolves. The smaller, inconspicu-
ous animals, such as grasshoppers and mice, were even more
numerous than the large herbivores.

Human Influences

The first human populations on temperate grasslands were
nomadic hunters. Next came the nomadic herders. Later, with
their plows, came the farmers, who broke the sod and tapped
into fertile soils built up over thousands of years. Under the
plow, temperate grasslands have produced some of the most
fertile farmlands on earth and fed much of the world (fig. 2.27)
However, much of this primary production depends on sub-
stantial additions of inorganic fertilizers, and we are “mining’
the fertility of prairie soils. Amy Molotoks and colleagues used
a world soil database combined with land cover maps from sat-
ellite imagery plus data collected in the field to determine that
59% of soil organic carbon is lost when grassland is converted
to cropland (Molotoks et al. 2018). In addition, the more arid
grasslands, with their frequent droughts, do not appear capa-
ble of supporting sustainable farming.

Temperate Forest

For many, nothing epitomizes “nature” as do the diverse and
majestic deciduous trees that characterize temperate forest
fig. 2.28). In the subdued light of this cool, moist realm, a
world of mushrooms and decaying leaves, you can stand beside
the giants of the biosphere.

Geography

Temperate forest can be found between 30° and 55° latitude
However, the majority of this biome lies between 40° and 50°
fig. 2.29). In Asia, temperate forest originally covered much

Figure 2.27  Once the most extensive biome on earth, temperate
grasslands have been largely converted to agriculture.

ave Reede/Getty Images

of Japan, eastern China, Korea, and eastern Siberia. In wests
ern Europe, temperate forests extended from southern Scandi-
navia to northwestern Iberia and from the British Isles through
eastern Europe. North American temperate forests are found
from the Atlantic seacoast to the Great Plains and reappear
on the West Coast as temperate coniferous forests that extend
from northern California through southeastern Alaska. In the
Southern Hemisphere, temperate forests are found in southern
Chile, New Zealand, South Africa, and southern Australia.

Climate

Temperate forests, which may be either coniferous or decidu-
ous, occur where temperatures are not extreme and where
annual precipitation averages anywhere from about 650 mm
to over 3,000 mm (see fig. 2.29). These forests generally
receive more winter precipitation than temperate grasslands
Deciduous trees usually dominate temperate forests, where the
growing season is moist and at least 4 months long. In decidu-
ous forests, winters last from 3 to 4 months. Though snow-
fall may be heavy, winters in deciduous forests are relatively
mild. Where winters are more severe or the summers drier,
conifers are more abundant than deciduous trees. The temper-
ate coniferous forests of the Pacific Coast of North America
receive most of their precipitation during fall, winter, and
spring and are subject to summer drought. Summer drought
is shown clearly in the climate diagram for the H. J. Andrews
Forest of Oregon (see fig. 2.29). The few deciduous trees in
these coniferous forests are largely restricted to streamside
environments, where water remains abundant during the
drought-prone growing season.

Figure 2.28 A mixed deciduous and coniferous temperate forest
in New England. This temperate forest in early autumn gives just a hint
of the dramatic display of color that occurs each autumn in the New
England countryside, where farms and towns occupy areas cleared of
orest. Songquan Deng/Shutterstock
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Figure 2.29 Temperate forest geography and climate.

Soils

Temperate forest soils are usually fertile. The most fertile soils in
this biome develop under deciduous forests, where they are gen-
erally neutral or slightly acidic and rich in both organic matter
and inorganic nutrients. Rich soils may develop under conifer-
ous forests, but conifers are also able to grow on poorer, acidic
soils. Nutrient movement between soil and vegetation tends to
be slower and more conservative in coniferous forests; nutrient
movement within deciduous forests is generally more dynamic.

Biology

Primary production in temperate forests is less than tropical for-
ests, but can be very high, especially where young trees are get-
ting established. Furthermore, while the diversity of trees found
in temperate forests is lower than that of tropical forests, temper-
ate forest biomass can be as great or greater. Like tropical rain
forests, temperate forests are vertically stratified. The lowest layer
of vegetation, the herb layer, is followed by a layer of shrubs, then
shade-tolerant understory trees, and finally the canopy, formed
by the largest trees. The height of this canopy varies from approx-
imately 40 m to over 100 m. Birds, mammals, and insects make
use of all layers of the forest from beneath the forest floor through
the canopy. Some of the most important consumers are the fungi
and bacteria, which, along with a diversity of microscopic inver-
tebrate animals, consume the large quantities of wood stored o

of these organisms recycle nutrients, a process upon which the
health of the entire forest depends.

Human Influences

What, besides being large cities, do Tokyo, Beijing, Moscow,
Warsaw, Berlin, Paris, London, New York, Washington, D.C.,
Boston, Toronto, Chicago, and Seattle have in common? They
are all built on lands that once supported a temperate forest
The first human settlements in temperate forests were concen-
trated along forest margins, usually along streams and rivers
Eventually, agriculture was practiced in these forest clearings,
and animals and plant products were harvested from the sur-
rounding forest. This was the circumstance several thousand
years ago, in Europe, Asia, and North America. Since those
times, most of the ancient forests have fallen to ax and saw.
Few tracts of the virgin deciduous forest that once covered
most of the eastern half of North America remain, and dispa-
rate interests struggle over the fate of the remaining 1% to 2%
of old-growth forests in western North America.

Boreal Forest

The boreal forest, or taiga, is a world of wood and water that cov-
ers over 11% of the earth’s land area (fig. 2.31). On the surface,
the boreal forest is the essence of monotony. However, if yo

the floor of old-growth temperate forest (fig. 2.30). The activities

pay attention you are rewarded with plenty of variety. Forests
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Figure 2.31
dominated by a few species of conifer trees.

Boreal forests, such as this one in Alaska, are
AlxYago/Shutterstock

of different ages, shaped by wind, fire, and other environmental
forces, host diverse communities of insects, birds, rodents, and
other animals. The understory may be open, with patches of
fruit-bearing shrubs, or dense with young saplings. The summer
forest is colored green, gray, and brown; the autumn adds bril
liant splashes of yellow and red; and the long northern winter
turns the boreal forest into a land of white solitude.

Geography

Boreal comes from the Greek word for north, reflecting the fact
that boreal forests are confined to the Northern Hemisphere

Figure 2.30 Key decomposers in temperate forests. The massive wood dep.
essential to the addition of organic matter to forest soils and to the cycling of nut

osited on the floor of temperate forests is broken down by fungi, which are
rients in forest ecosystems. Photo 24/Stockbyte/Brand X Pictures/Getty Images

Russia, across Siberia, to central Alaska, and across central
Canada in a band between 50° and 65° N latitude (fig. 2.32)
These forests are bounded in the south by either temperate
forests or temperate grasslands and in the north by tundra
Fingers of boreal forest follow the Rocky Mountains south
along the spine of North America, and patches of boreal for-
est reappear on the mountain slopes of south-central Europe
and Asia.

Climate

Boreal forest is found where winters are too long, usually
longer than 6 months, and the summers too short to sup-
port temperate forest (see fig. 2.32). The boreal forest zone
includes some fairly moderate climates, such as that at Umea,
Sweden, where the climate is moderated by the nearby Baltic
Sea. However, boreal forests are also found in some of the
most variable climates on earth. For instance, the temperature
at Verkhoyansk, Russia, in central Siberia, ranges from about
—70°C in winter to over 30°C in summer, an annual tempera-
ture range of over 100°C! Precipitation in the boreal forest is
moderate, ranging from about 200 to 600 mm. Yet, because of
low temperatures and long winters, evaporation rates are low,
and drought is infrequent. During droughts, however, forest
fires can devastate vast areas of boreal forest.

Soils

Boreal forest soils tend to be of low fertility, thin, and acidic
Low temperatures and low pH impede decomposition of plant
itter and slow the rate of soil building. As a consequence

Boreal forests extend from Scandinavia, through European

nutrients are largely tied up in a thick layer of plant litter that
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Figure 2.32  Boreal forest geography and climate.

carpets the forest floor. In turn, most trees in boreal forests
have a dense network of shallow roots that, along with associ-
ated mycorrhizal fungi, tap directly into the nutrients bound
up in this litter layer. The topsoil, which underlies the litter
layer, is thin. In the more extreme boreal forest climates, the
subsoil is permanently frozen in a layer of “permafrost” that
may be several meters thick.

Biology

Boreal forest is generally dominated by evergreen conifers such
as spruce, fir, and, in some places, pines. Larch, a deciduous
conifer, dominates in the most extreme Siberian climates
Deciduous aspen and birch trees grow here and there in mature
conifer forests and may dominate the boreal forest during the
early stages of recovery following forest fires. Willows grow
along the shores of rivers and lakes. There is little herbaceous
vegetation under the thick forest canopy, but small shrubs such
as blueberry and shrubby junipers are common.

Boreal forest is home to many animals, including migra-
tory caribou and reindeer in winter and moose and woodland
bison year-round. The wolf is the major predator of the boreal
forest. This biome is also inhabited by black bears and griz-
zly bears in North America and the brown bear in Eurasia. A
variety of smaller mammals such as lynx, wolverine, snowshoe
hare, porcupines, and red squirrels also live in boreal forests

Boreal f | ine habitat f bird h as 11

American redstart (see fig. 1.4), that migrate from the tropics
each spring and the year-round home of other birds such as
crossbills and spruce grouse.

Our survey of the biosphere has taken us far from the rain
forest, where we started. Let’s reflect back on the tropical
rain forest and where we’ve come. What has changed? Well,
we’re still in forest but a very different one. In the rain forest, a
single hectare could contain over 300 species of trees; here,
in the boreal forest, you can count the dominant trees on one
hand. What about epiphytes and vines? The vines are gone
and the epiphytes are limited to lichens and some mistletoe
In addition, many of the intricate relationships between spe-
cies that we saw in the rain forest are absent. All the trees are
wind-pollinated, and none produce fleshy fruits like bananas
or papayas. Now listen to the two forests at night. Tropical rain
forest echoes with a rich chorus of sounds. In contrast, the
silence of the boreal forest is broken by few animal voices—
the howl of a wolf, the hoot of an owl, the cry of the loon,
soloists of the northern forest—accompanied by incessant wind
through the trees.

Human Influences

Ancient cave paintings in southern France and northern
Spain, made during the last ice age when the climate was much
colder, reveal that humans have lived off boreal forest animals,
or tens of thousands of years. In Eurasia, hunting of reindeer
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eventually gave way to domestication and herding. In northern
Canada and Alaska, some Native Americans still rely on wild
caribou for much of their food, and northern peoples have
long harvested the berries that grow in boreal forests.

For most of history, human intrusion in the boreal forest
was relatively light. More recently, however, harvesting of both
animals and plants has become intense. In a review of the cur-
rent literature, Tahti Pohjanmies and her colleagues found that
research consistently shows that logging in boreal forests has
long-reaching ecological impacts, including changing climate

Pohjanmies et al. 2017). For example, boreal forests strongly
affect global climate by sequestering carbon in the soil; this
carbon can be released into the atmosphere when soils are dis-
turbed during logging (fig 2.33).

Tundra

Follow the caribou north as they leave their winter home in
the boreal forest and you eventually reach an open landscape
of mosses, lichens, and dwarf willows, dotted with small ponds
and laced with clear streams (fig. 2.34). This is the tundra. If it
is summer and surface soils have thawed, your progress will be
cushioned by a spongy mat of lichens and mosses and punctu-
ated by sinking into soggy accumulations of peat. The air will
be filled with the cries of nesting birds that have come north to
take advantage of the brief summer abundance of their plant

Figure 2.34  Alaskan tundra. Tundra vegetation is mostly low-growir
irches ajliikala/Getty Images

Stock Photo

Figure 2.33 Deforestation in boreal forest. ~Comstock Images/Alamy

ng mﬂsses, lichens, perennial herbaceous plants, and dwarf willows and
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nd animal prey. After the long winter, the midnight sun sig/
als a celebration of light and life.

eography
ike the boreal forest, arctic tundra rings the top of the globe,
overing most of the lands north of the Arctic Circle at approx-
imately 66.5° N latitude (fig. 2.35). The tundra extends from
orthernmost Scandinavia, across northern European Russia,
hrough northern Siberia, and right across northern Alaska
nd Canada. It reaches far south of the Arctic Circle in the
udson Bay region of Canada and is also found in patches on
he coast of Greenland and in northern Iceland.

limate

he tundra climate is typically cold and dry. However, temper-
tures are not quite as extreme as in the boreal forest. Though
inter temperatures are less severe, the summers are shorter
see fig. 2.35). Precipitation on the tundra varies from less
han 200 mm to a little over 600 mm. Still, because average
nnual temperatures are so low, precipitation exceeds evapora-
ion. As a consequence, the short summers are soggy and the
undra landscape is alive with ponds and streams.

oils

Soil building is slow in the cold tundra climate. Because rates
f decomposition are low, organic matter accumulates in

deposits of peat and humus. Surface soils thaw each summer
but are generally underlain by a layer of permafrost that may be
many meters thick. The annual freezing and thawing of surface
soil combine with the actions of water and gravity to produce
a variety of surface processes that are largely limited to the
tundra. One of these processes, solifluction, slowly moves soils
down slopes. In addition, freezing and thawing bring stones to
the surface of the soil, forming a netlike, or polygonal, pattern
on the surface of tundra soils (fig. 2.36).

Biology

The open tundra landscape is dominated by a richly textured
patchwork of perennial herbaceous plants, especially grasses,
sedges, mosses, and lichens. The lichens, associations of fungi
and algae, are eagerly eaten by reindeer and caribou. The
woody vegetation of the tundra consists of dwarf willows and
birches along with a variety of low-growing shrubs.

The tundra is one of the last biomes on earth that still sup-
port substantial numbers of large native mammals, including
caribou, reindeer, musk ox, bear, and wolves. Small mammals
such as arctic foxes, weasels, lemmings, and ground squirrels are
also abundant. Resident birds such as the ptarmigan and snowy
owl are joined each summer by a host of migratory bird species
Insects, though not as diverse as in biomes farther south, are
very abundant. Each summer, swarms of mosquitoes and black
flies emerge from the many tundra ponds and streams.
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Figure 2.36  Freezing and thawing form netlike polygons on the
surface of the tundra as seen here in an aerial photo of Alaska. Fletcher &
Baylis/Science Source

Human Influences

Until recently, human presence in the tundra was largely lim-
ited to small populations of hunters and nomadic herders. As
a consequence, the tundra has been viewed as one of the last

Figure 2.37 Mount Kilimanjaro, East Africa, where environmental

pristine areas of the planet. Recently, however, human intrui
sion has increased markedly. This biome has been the focus of
intense oil exploration and extraction. Airborne pesticides and
radionuclides, which originate in distant human population cen-
ters, have been deposited on the tundra, sometimes with devas-
tating results. Mercury, an element that is highly toxic to people
and other animals, has increased dramatically in arctic lakes in
recent years due to industrial pollution. This Hg can accumu-
late in fish, making it toxic to eat (Hudelson et al. 2019); this
includes species that are eaten locally as well as for export. Such
revelations have shattered the illusion of the tundra as an iso-
lated biome and the last earthly refuge from human disturbance

Mountains: A Diversity of Biomes

We now shift our attention to mountains, which are not a
biome. As we explained earlier in this chapter, because of the
environmental changes that occur with altitude, several biomes
may be found on a single mountain, depending on elevation
and which side of the mountain one is on. We include moun-
tains here because they often introduce unique environmental
conditions and organisms to regions around the globe.

Mountains capture the imagination as places of geologi
cal, biological, and climatic diversity (fig. 2.37). Mountains
have long offered refuge for distinctive flora and fauna and
humans alike. Like oceanic islands, they offer unique insights
into evolutionary and ecological processes.

conditions vary from tropical savanna at the base of the mountain to ice fields

t its peak. Getty Images
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Geography
Mountains are built by geological processes, such as volcan-
ism and movements of the earth’s crust that elevate and fold
the earth’s surface. These processes operate with greater
intensity in some places than others, and so mountains are
concentrated in belts where these geological forces have been
at work (fig. 2.38). In the Western Hemisphere, these forces
have been particularly active on the western sides of both North
and South America, where a chain of mountain ranges extends
from northern Alaska across western North America to Tierra
del Fuego at the tip of South America. Ancient low mountain
ranges occupy the eastern sides of both continents. In Africa,
the major mountain ranges are the Atlas Mountains of north-
west Africa and the mountains of East Africa that run like
beads on a string from the highlands of Ethiopia to southern
Africa. In Australia, the flattest of the continents, mountains
extend down the eastern side of the continent. Eurasian moun-
tain ranges, which generally extend east to west, include the
Pyrenees, the Alps, the Caucasus, and, of course, the Himala-
yas, the highest of them all.

Climate

On mountains, climates change from low to high altitude,
but the specific changes are different at different latitudes
On mountains at middle latitudes, the climate is generally
cooler and wetter at higher altitudes (fig. 2.39). In con-
trast, there is less precipitation at the higher elevations of
polar mountains and on some tropical mountains. In other
tropical regions, precipitation increases up to some middle
elevation and then decreases higher up the mountain. On
high tropical mountains, warm days are followed by freez
ing nights. The organisms on these mountains experience
summer temperatures every day and winter temperatures

every night. The changes in climate that occur up the sides
of mountains have profound influences on the distribution
of mountain organisms.

Soils

Mountain soils change with elevation and have a great deal in
common with the various soils we’ve already discussed. How-
ever, some special features are worth noting. First, because of
the steeper topography, mountain soils are generally well
drained and tend to be thin and vulnerable to erosion. Second,
persistent winds blowing from the lowlands deposit soil parti-
cles and organic matter on mountains, materials that can make
a significant contribution to local soil building. In some loca-
tions in the southern Rocky Mountains, coniferous trees draw
the bulk of their nutrition from materials carried by winds
from the valleys below, not from local bedrock.

Biology

Climb any mountain that is high enough and you will notice
biological and climatic changes. Whatever the vegetation
at the base of a mountain, that vegetation will change as
you climb and the air becomes cooler. The sequence of veg-
etation up the side of a mountain may remind you of the
biomes we encountered on our journey from the equator to
the poles. In the cool highlands of desert mountains in the
southwestern United States, you can hike through spruce
and fir forests much like those we encountered far to the
north. However, what you see on these desert mountains
differs substantially from boreal forests. These mountain
populations have been isolated from the main body of the
boreal forest for over 10,000 years; in the interim, some
populations have become extinct, some teeter on the verge
of extinction, while others have evolved sufficiently to be

/| Mountain ranges in Europe and
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Figure 2.38 Mountain geography. Note that the shape of the contin

hemisphere so as to represent nautical distances correctly, whereas figure
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ents is different in this map than in figure 2.35 and elsewhere in this chapter;
that is because there is no perfect way to represent a round globe in two dimensions. Here, the Mercator map is shown, which exaggerates the Northern
2.35|is what is called the Robinson map. You can find many other types of
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Figure 2.39 Mountain climates along an elevational gradient
in the Colorado Rockies. Temperatures decrease and precipitation
increases from low to high elevations in these midlatitude mountains.

recognized as separate species or subspecies. On these
mountains, time and isolation have forged distinctive gene
pools and mixes of species.

The species on high equatorial mountains are even

b)

Figure 2.40 Convergence among tropical alpine plants: (a) Senecio
trees on Mount Kilimanjaro, Africa; (b) Espeletia in the Andes of
South America. (a) Avatar_023/Shutterstock; (b) Francois Gohier/Science Source

tropical mountains: some in Africa, some in the highlands
of Asia, and the Andes of South America. The high-altitude
communities of Africa, South America, and Asia share very
few species. On the other hand, despite differences in spe-
cies composition, there are structural similarities among the
organisms on these mountains (fig. 2.40). These similarities
demonstrate the power of matching evolutionary forces—
such as the selective pressures of freezing nights followed
y warm days

ore isolated. Think for a moment of the geography of hig
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uman Influences

Because mountains differ in climate, geology, and biota

plants and animals) from the surrounding lowlands, they
have been useful as a source of raw materials such as wood,
forage for animals, medicinal plants, and minerals. Some of
these uses, such as livestock grazing, are highly seasonal. In
temperate regions, livestock are taken to mountain pastures
during the summer and back down to the lowlands in winter.
Human exploitation of mountains has produced ecological
degradation in many places and surprising balance in others
Increased human pressure on mountain environments has
sometimes created conflict between competing economic
interests, between recreation seekers and between livestock
ranchers. Because of their compressed climatic gradients
and biological diversity, mountains offer living laboratories
for the study of ecological and evolutionary responses to
climatic variation.

Concept 2.3 Review

1. Why do regions that include high mountains (in tropical,
desert, or temperate biomes) tend to have greater biological
diversity compared to lowland regions in the same biomes?

. Why would the soils in tropical rain forests generally be
depleted of their nutrients more rapidly compared to the
nutrients in temperate forest soils?

A ﬁ' 'j' [

Finer Scale Climatic Variation over
Time and Space

LEARNING OUTCOMES
After studying this section you should be able to do the following:

2.15 Describe some ways that climate diagrams may
oversimplify the conditions that organisms actually
experience.

2.16 Interpret temporal and spatial representations of
the Palmer Drought Severity Index.

In this chapter, we’ve used the biome concept and climate
diagrams to represent the diversity of environmental selec-
tive pressure and resulting diversity of life on earth. How-
ever, both of these useful tools oversimplify what is actually
occurring.

Here we explore a climatic index, the Palmer Drought
Severity Index, which can be used to characterize climatic
variation. First, what is a drought? A drought can be defined
as an extended period of dry weather during which precipi-
tation is reduced sufficiently to damage crops, impair the

functioning of natural ecosystems, or cause water shortages
for human populations. While such a definition may be suf-
ficient for some needs, climatologists created quantitative
indices of drought. The Palmer Drought Severity Index, or
PDSI, is such an index. The PDSI uses temperature and pre-
cipitation to calculate moisture conditions relative to long-
term averages for a particular region at a particular time
Negative values of the PDSI reflect drought conditions,
while positive values indicate relatively moist periods. Val-
ues near zero indicate approximately average conditions in
a particular region.

Figure 2.41 shows how drought can vary over both
space and time. To ease interpretation, negative values of
the Palmer Drought Severity Index are shaded red, indicat-
ing drought. Periods during which the index was positive
are shaded blue, indicating moist conditions.

Figure 2.41a maps values of the Palmer Drought Sever-
ity Index across the United States for a single month in 2020
Notice that during this period, moisture conditions varied
widely across this portion of the North American continent

Extreme summer drought conditions in Colorado and
elsewhere in the West set the stage for historical, devas-
tating wildfires in 2020, while other areas in the East
experienced hurricanes and flooding that same summer
Climate is varying not only in space but also in time. The
area of Kansas from which the climate data are plotted in
figure 2.41bh falls within the temperate grassland biome
What does figure 2.41b suggest about moisture availability
in the region around Manhattan, Kansas? One of the most
apparent characteristics of this area is its great variability;
the availability of water in the region is far from constant
Now compare figure 2.41h with the representation of cli-
mate for Manhattan, Kansas, shown in figure 2.26. How do
the two figures compare? While the climate diagram and
the PDSI represent climate from the same geographic loca-
tion, the climate diagram, because it draws our attention to
average climatic conditions, seems to suggest climatic sta-
bility. Meanwhile, the PDSI shows that the climate around
Manhattan, Kansas, is in fact highly variable.

Note that variability in the short term reflects weather,
whereas climate refers to conditions considered over longer
time periods. For example, an analysis of temperature and
precipitation in Kansas over the past century reveals that
Kansas has become warmer on average, western Kansas
has been getting drier, and eastern Kansas has increasing
frequency of large rain events (Rahmani and Harrington
2019, https://www.epa.gov/climate-indicators/). This is an
example of climate change. In this chapter, we have seen how
climate shapes ecosystems; given this, it is not surprising that
climate change can be a driver of evolution and other, signifi-
cant ecological changes (see chapters 4, 5, 23, and elsewhere)
Ecologists study the relationships between organisms and
environment. As these examples show, in the study of those
relationships both averages and variation in environmental
factors need to be considered.
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Figure 2.41 Like any feature of climate, drought can vary significan
for the month of July, 2020, as indicated by the Palmer Drought Severity
Palmer Drought Severity Index for Kansas region 3 near Manhattan, Kan
cpc.ncep.noaa.gov).

Summarny

We can understand the diversity of life on our planet in terms of
the distributions of types of plant communities, called biomes
Biomes are characterized by particular functional traits of the
plants, shaped by selective pressure from the environment
Because plants make sun energy available to the rest of the
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er both space and time. («) Regional variation in moisture conditions
(data from NOAA 2020, www.cpc.ncep.noaa.gov). (b) Variation in the
lotted for the years 1895 to 2020 (data from NOAA 2020,

ecosystem, the types of plants will have profound influences
on the rest of the ecosystem. The environmental influence that
determines differences between biomes is primarily climate.

Uneven heating of the earth’s surface by the sun and the
tilt of the earth combine to produce predictable latitudinal and
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seasonal variation in climate. Because the earth is a sphere,
the sun’s rays are most concentrated at the latitude where the
sun is directly overhead. This latitude changes with the sea-
sons because the earth’s axis of rotation is not perpendicular
to its plane of orbit about the sun but is tilted approximately
23.5° away from the perpendicular. The sun is directly over-
head at the tropic of Cancer, at 23.5° N latitude during the
northern summer solstice. During the northern winter sol-
stice the sun is directly overhead at the tropic of Capricorn,
at 23.5° S latitude. The sun is directly overhead at the equa-
tor during the spring and autumnal equinoxes. During the
northern summer the Northern Hemisphere is tilted toward
the sun and receives more solar energy than the Southern
Hemisphere. During the northern winter, the North-
ern Hemisphere is tilted away from the sun and the Southern
Hemisphere receives more solar energy.
Heating of the earth’s surface and atmosphere drives
atmospheric circulation and influences global patterns of pre-
cipitation. As the sun heats air at the equator, it expands and
rises, spreading northward and southward at high altitudes
This high-altitude air cools as it spreads toward the poles,
eventually sinking back to the earth’s surface. Rotation of the
earth on its axis breaks up atmospheric circulation into six
major cells, three in the Northern Hemisphere and three in the
Southern Hemisphere. These six circulation cells correspond
to the trade winds north and south of the equator, the west-
erlies between 30° and 60° N or S latitude, and the polar east-
erlies above 60° latitude. These prevailing winds do not blow
directly south because of the Coriolis effect.
As air rises at the tropics, it cools, and the water vapor
it contains condenses and forms clouds. Precipitation from
these clouds produces the abundant rains of the tropics. Dry
air blowing across the lands at about 30° latitude produces the
great deserts that ring the globe. When warm, moist air flow-
ing toward the poles meets cold, polar air, it rises and cools,
forming clouds that produce the precipitation associated with
temperate environments. Complicated differences in average
climate can be summarized using a climate diagram.

While terrestrial biome distribution is strongly associatej
with latitude, biomes are also influenced by microclimate an
soil type. Biomes do not exist in simple bands determined
solely by latitude; this is because topography and geology
also play a role. Mountain ranges create different temperature
zones based on elevation as well as microclimates due to the
rain shadow effect. Just as rising air in the tropics induces pre-
cipitation, so too does moist air hitting the side of a mountain,

Key Terms
A horizon 19

B horizon 19
biome 11

climate change 40
climate diagram 16
consumer 13
Coriolis effect 15
desert 25
drought 40

boreal forest (taiga) 32
caliche 27
C horizon 19

esulting in forests on one side and desert on the other. Soil
ypes can also dramatically affect distributions of plant types.
Terrestrial biomes are built upon a foundation of soil, a
ertically stratified and complex mixture of living and nonliv-
ing material. Most terrestrial life depends on soil. Soils are
enerally divided into O, A, B, and C horizons. The O horizon
is made up of freshly fallen organic matter, including leaves,
wigs, and other plant parts. The A horizon contains a mix-
ure of mineral materials and organic matter derived from the
horizon. The B horizon contains clays, humus, and other
aterials that have been transported from the A horizon. The
horizon consists of weathered parent material.
The geographic distribution of terrestrial biomes corre-
ponds closely to variation in climate, especially prevailing tem-
erature and precipitation. The major terrestrial biomes and
climatic regimes are: tropical rain forest: warm; moist; low sea-
sonality; infertile soils; exceptional biological diversity and
intricate biological interactions. Tropical dry forest: warm and
cool seasons; seasonally dry; biologically rich; as threatened
as tropical rain forest. Tropical savanna: warm and cool sea-
sons; pronounced dry and wet seasons; impermeable soil lay-
ers; fire important to maintaining dominance by grasses; still
supports high numbers and diversity of large animals. Desert:
hot or cold; dry; unpredictable precipitation; low primary
production but often high diversity; organisms well adapted
to climatic extremes. Mediterranean woodland and shrubland:
cool, moist winters; hot, dry summers; low to moderate soil
fertility; organisms adapted to seasonal drought and peri-
odic fires. Temperate grassland: hot and cold seasons; peak
rainfall coincides with growing season; droughts sometimes
lasting several years; fertile soils; fire important to maintain-
ing dominance by grasses; historically inhabited by roving
bands of herbivores and predators. Temperate forest: moder-
ate, moist winters; warm, moist growing season; fertile soils;
high primary production and biomass; dominated by decidu-
ous trees where growing seasons are moist, winters are mild,
and soils fertile; otherwise dominated by conifers. Boreal
forest: long, severe winters; climatic extremes; moderate pre-
cipitation; infertile soils; permafrost; occasional fire; exten-
sive forest biome, dominated by conifers. Tundra: cold; low
precipitation; short, soggy summers; poorly developed soils;
permafrost; dominated by low vegetation and a variety of
animals adapted to long, cold winters; migratory animals,
especially birds, make seasonal use. Mountains: temperature,
precipitation, soils, and organisms shift with elevation; moun-
tains are climatic and biological islands.

unctional traits 13
ithosol 25

VIediterranean woodland
and shrubland 27

nicroclimates 17

natural history 11
O (organic) horizon 17

Palmer Drought Severity
Index 40

secondary producers 13

nycorrhizae 21 temperate forest 31
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tropical rain forest 19 temperate grassland 29

primary producers 13 tropical savanna 22

selective pressure 13 rain shadow effect 17

1. Plants form the foundation of most terrestrial ecosystems. Pick a
biome from this chapter and explain how the functional traits of
plants from that biome could affect the evolution of other organ-
isms in that biome.

. Draw a typical soil profile, indicating the principal layers, or hor-
izons. Describe the characteristics of each layer.

. Describe global patterns of atmospheric heating and circula-
tion. What mechanisms produce high precipitation in the trop-
ics? What mechanisms produce high precipitation at temperate
latitudes? What mechanisms produce low precipitation in the
tropics?

. Use what you know about atmospheric circulation and seasonal
changes in the sun’s orientation to earth to explain the highly
seasonal rainfall in the tropical dry forest and tropical savanna
biomes. (Hint: Why does the rainy season in these biomes come
during the warmer months?)

. We showed how the rain shadow effects biome distribution in
the western United States Where else in the world can you see
the impact of a rain shadow? Do you think that the height of the
mountains creating it matters? Why or why not?

. Some of the earliest studies of the geographic distribution of veg-
etation suggested a direct correspondence between latitudinal
and altitudinal variation in climate, and our discussion in this
chapter stressed the similarities in climatic changes with altitude
and latitude. Now, what are some major climatic differences

esign elements: (Yellowstone thermal pool):©flickrRF/Getty Images

tundra 35
weather 40

olifluction 36

ropical dry
forest 21

between high altitude at midlatitudes and high altitude at high
latitudes?

. How is the physical environment on mountains at midlatitudes
similar to that in tropical alpine zones? How do these environ-
ments differ?

. English and other European languages have terms for four sea-
sons: spring, summer, autumn, and winter. This vocabulary sum-
marizes much of the annual climatic variation at midlatitudes
in temperate regions. Are these four seasons useful for sum-
marizing annual climatic changes across the rest of the globe?
Look back at the climate diagrams presented in this chapter.
How many seasons would you propose for each of these environ-
ments? What would you call these seasons?

. Biologists have observed much more similarity in species compo-
sition among boreal forests and among areas of tundra in Eurasia
and North America than among tropical rain forests or among
Mediterranean woodlands around the globe. Can you offer an
explanation of this contrast based on the global distributions of
these biomes shown in figures 2.11, 2.23, 2.32, and 2.35?

. To date, which biomes have been the most heavily affected by
humans? Which seem to be the most lightly affected? How
would you assess human impact? How might these patterns
change during this century? (You may need to consult the dis-
cussion of human population growth in the Applications section
of chapter 11.)




A southern blue-ringed octopus, Hapalochlaena maculosa, swimming in
midwater near Mabul Island, Malaysia. This small, beautiful octopus,
which can defend itself with a neurotoxin delivered with a bite of its
beak, is just one of the vast diversity of fascinating species inhabiting
the oceans.
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Life in Water

LEARNING OUTCOMES

After studying this section you should be able to do the following:

3.1 Summarize the major differences in the physical
properties of air and water.

3.2 Describe the significance of water’s physical proper-
ties to life.

3.3 Contrast the major selective forces in aquatic versus
terrestrial systems.

our planet reveal a perspective consistent across cul-

tures. Those names, whether in English (earth), Latin
(terra), Greek (I'eo0, geos), or Chinese (W3, di qiu), all refer
to land or soil, revealing that cultures everywhere hold a land-
centered perspective. The Hawaiians, Polynesian inhabitants
of the most isolated specks of land on earth, call the planet ka
honua, an allusion to a level landing place or dirt embankment.
This universal land-centered perspective may partly explain
why portraits of earth transmitted from space are so stunning.
Those images challenge our sense of place by portraying our
planet as a shining blue ball, as a landing place in space cov-
ered not by land but mostly by water (fig. 3.1).

Life originated in water but from our perspective as ter-
restrial organisms, the aquatic realm remains an alien environ-
ment governed by unfamiliar rules. New species and even
whole ecosystems are still being discovered, particularly in our
oceans as technology allows us to probe ever-deeper depths.
In 2010, a major census of marine life that took a decade to

The names that people around the world have given to
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Figure 3.1 From space, earth shows itself as a planet covered mostly
by water. NASA Earth Observatory image by Robert Simmon with data courtesy of
he NASA/NOAA GOES Project Science team

complete reported nearly 250,000 species and estimated that
far more await discovery by science (COML 2010; Stepien and
Btazewicz 2019). Every year we learn more about life in our
oceans, rivers, and lakes.

In this chapter, we will consider aquatic ecosystems in
much the same way as terrestrial systems, by beginning with
an exploration of environmental forces and how they differ
from terrestrial systems. As in terrestrial environments, life-
forms will respond to these forces through selective pressure,
resulting in the evolution of the vast aquatic diversity we see,
from colorful water plants and sponges and tiny glowing pro-
tozoa, to the largest mammals on earth. We will then consider
the major aquatic biomes and their particular features. Just as
chapter 2 did for terrestrial systems, our goal in chapter 3 is to
gain a general sense of the natural history of life in water that
will prepare the way for more detailed studies of ecology.

Aquatic Biomes and How They Differ

Life originally evolved in water, and with good reason: water
has many physical and chemical properties that make it the
ideal medium for biotic systems (table 3.1a). Many chemical
reactions necessary for life require the stability of temperature
and the liquid state of water. Its buoyancy decreases the need
for support structures, even while its viscosity provides resist-
ance to movement. The much higher density of water allows
the largest of animals, whales, to swim/fly through the oceans
Can you imagine animals the size of whales flying through the
air? Because of the close ties of water to life as we know it
‘water is life” is a common expression heard round the world
If we look closely, we find that, in fact, several of the physical

properties of water have particular significance to living sys!
tems (table 3.15).

The differences between water and air mean different
selective forces in aquatic versus terrestrial systems, resulting
in very different ecosystems. Terrestrial and aquatic biomes
were defined by ecologists independently, and for good rea-
son. Characterizing aquatic biomes by their dominant pho-
tosynthesizing organisms as we did for terrestrial biomes is
difficult, since in many aquatic biomes they are free-floating,
single-celled organisms, such as cyanobacteria (formerly called
‘blue-green algae”). Aquatic biome classifications are more
generally based on physical rather than biological traits, includ-
ing salinity and water movement. Aquatic biomes are classified
first by whether they are saltwater or freshwater, a chemical
property. Within freshwater systems, these biomes are further
defined by a physical property: whether the water is lentic, still
as in a pond or lake; or lotic, moving as in a stream or river.

Water is, of course, the most important environmental
feature of aquatic systems. Both physical and chemical prop-
erties of water exert selective pressure on the organisms that
live there, and as we will see, the variability in these properties
at different locations and depths contribute to the evolution of
aquatic biodiversity. Physically, water has many properties that
can affect the evolution and distribution of living things, includ-
ing its viscosity (the resistance it creates to movement), its den-
sity, its translucency, and its ability to conduct heat. Water also
acts as a temperature buffer and solvent for chemical reactions
that take place in living cells. Chemically, water is a metabo-
lite in many biological processes including photosynthesis; as
such, water is perhaps the most important resource for living
things, and its availability limits growth in terrestrial systems
However, in aquatic systems, water is not a limiting resource
because it is abundant.

In contrast with water, O, is ubiquitous on land, but in
aquatic systems, because of its limited solubility, O, becomes a
limiting resource and highly variable. Like liquid water, oxygen
gas is necessary for most life on earth. The concentration of
O, in oceans, lakes, and rivers depends on other environmen-
tal factors: light from the sun, temperature, water circulation,
salinity, and oxygen demand by respiring organisms.

Approximately 80% of the solar energy striking bodies
of water is absorbed in the first 10 m. Most ultraviolet and
infrared light is absorbed in the first few meters. Within the
visible range, red, orange, yellow, and green light are absorbed
more rapidly than blue light. Consequently, large bodies of
water appear blue—the wavelength most likely scattered back
to our eyes. In the first 10 m, the aquatic environment is bright
with all the colors of the rainbow; below 50 or 60 m it is a
blue twilight. When ice covers the surface, light penetration
is even further compromised. The intensity and quality of
light significantly affect photosynthesis and thus the availabil-
ity of its products: usable energy and O, (see chapter 7 for
more details).

Just as on land, photosynthesizing organisms convert
sunlight into energy as the primary producers of aquatic sys-
tems, but the oxygen that they produce is at least as important
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[Table 3.1

Life on land and water. (a) A comparison of the physical properties of air and water. (b) Some properties of water and their

significance to life.

Physical Properties

Air

Water

Density

Lower: Support structures are
needed for larger organisms
(e.g., skeletons, tree-trunks)

Higher (784X): Water provides
support for soft-bodied organisms

Buoyancy

Lower: Organisms must exert a great
deal of energy to remain aloft
(i.e., for birds, insects, or bats to fly)

Higher: Organisms can use lipids
and air sacs to keep their integrity
under pressure and to stay afloat

air sac

Viscosity

Lower: Moving through space takes
little energy

Higher (50X ): More energy is
required to move through it

Light penetration

Higher: Light penetrates freely,
unpolluted air is transparent;
there is no restriction to where
photosynthesis can occur

Lower: Light penetration is
limited, water is translucent;
photosynthesis is restricted
to shallow layers

Conductor of heat

Lower: Easier for organisms to
sustain internal temperatures that
are different from temperature of
surrounding air

Higher (23X): More difficult for
organisms to sustain internal
temperatures elevated above that
of surrounding water

Specific heat
(amount of energy it
requires to increase
temperature)

Lower: Temperatures can fluctuate
widely in space and time; organisms
have physiological, morphological,
and behavioral adaptations to deal
with heat and cold

Higher (4.23X): Temperatures
in aquatic systems are more stable

a)

Wateris. ..

This is important for life because:

a powerful solvent

It allows and facilitates chemical reactions, making it a good medium
for molecular processes necessary for life

in a liquid state at most temperatures on Earth

It is a unique property; no other common substance on the surface is
liquid

highly stable: resistant to changes in temperature and resists

change between states

It allows life to exist in many different temperatures and facilitates
homeostasis

less dense as a solid

Ice floats, allowing bodies of water to remain liquid below surface ice

buoyant and viscose

It exerts selective pressure on aquatic organisms, resulting in reduced
support systems (e.g., aquatic plants don’t need strong stems), and
streamlining in swimming organisms

b)

hotosynthesizers in aquatic systems include water plants,
Igae, and cyanobacteria. As light becomes scarcer in aquatic
ystems, photosynthesis by these organisms declines. The type
f photosynthesizers also changes; red algae that can use the
horter blue wavelengths are found at greater depths than green
lants and green algae can tolerate. The light compensatio:

same rate as it is used; at deeper levels, photosynthesizers
will require more O, than they produce. Oxygen and energy
from photosynthesis at shallow depths is used by living things
throughout the aquatic ecosystem and is transported by several
mechanisms, including mixing of aquatic layers. Mixing occurs
at both global and local scales, to be explained in the next sec-
ion of this chapter.
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Sunlight is also important because it has effects on tems-
perature in aquatic systems, just as it has on land. For the same
reason warm air rises, water that is warmed by the sun is also
less dense and will float above denser cold water below. Unless
mixing occurs, these warm and cold layers are separated by
a thermocline, a layer of water through which temperature
changes rapidly with depth. This layering of the water column
by temperature is called thermal stratification. As we shall see,
these differences in thermal conditions at different latitudes
have far-reaching environmental and ecological consequences.

The density of air and water not only affects distributions
of temperature; pressure itself can be a selective force for liv
ing things. On earth, air pressure does not vary enough to be
a stressor, but deep under the ocean, hydrostatic pressures
can be crushingly high. These pressures restrict the depths
visited by marine birds and mammals, which have lungs,
and the depth distributions of many fish species with gas-
filled swim bladders. However, some large sea mammals can
tolerate a range of pressures and therefore can dive to great
depths; their ribs that are adapted to collapse at depths that
would snap our bones. Furthermore, some marine fish make
daily vertical migrations of over 1,000 m in depth, traversing
100 atmospheres of pressure as they do so. However, most
marine organisms are adapted to a much narrower range of
pressures and depths.

Movement of air in the form of wind, and of water in the
form of currents, exerts selective pressure on living organ-
isms that are not moving at the same velocity. For example,
the trees that can tolerate the high winds of exposed moun-
tainsides have dense wood, strong roots, and twisted growth
forms that accommodate the air movement. In tide pools with
crashing waves, there are barnacles, sea stars, and other hard-
bodied animals that are able to cling tightly to rocks. The fish
and invertebrates of swift streams are often highly streamlined
or inhabit sheltered zones out of the main force of the cur
rents. All types of living things can also evolve in ways that
take advantage of the movement of air and water, particularly
for dispersal.

Water Cycling

LEARNING OUTCOMES
After studying this section you should be able to do the following:

3.4 Name the major processes that move water at differ-
ent scales and in different forms.

3.5 List the major reservoirs of the hydrologic cycle in
order of increasing volume.

3.6 Summarize the sources and fates of water falling as
precipitation on land each year.

Water cycling and movement on a global scale is driven by
solar energy. Over 71% of the earth’s surface is covered by
water equaling approximately 1.39 billion km>. This water is
unevenly distributed among aquatic environments; most is
seawater. The oceans contain over 97% of the water in th

biosphere, and the polar ice caps and glaciers contain an
additional 2%. Less than 1% is freshwater in rivers, lakes, and
actively exchanged groundwater. The situation on earth is
indeed as Samuel Coleridge’s ancient mariner saw it: “Water,
water, everywhere, nor any drop to drink” (Coleridge 1798).
The amount of water on our planet is relatively stable,
with water circulating over both space and time. The same mol-
ecules of H,O could be ice at the top of the Himalayas, melt,
and flow into the Bagmati River, which empties into the Indian
Ocean. Surface currents can bring this same water across the
Atlantic Ocean, where it evaporates and then falls as rain on
forests in Brazil, becomes part of a leaf, and then the insect
that eats the leaf. In this section, we will first discuss the pro-
cess by which water cycles from one form and location to
another, and then how it moves by currents and mixing.

The Hydrologic Cycle

The various aquatic environments such as lakes, rivers, and
oceans plus the atmosphere, and ice, can be considered as
“reservoirs” within the hydrologic cycle, places where water
is stored for some period of time. Figure 3.2 summarizes the
dynamic movement of water among these reservoirs in a global
exchange called the hydrologic cycle. During the hydrologic
cycle, water enters each reservoir either as precipitation or as
surface or subsurface flow and exits as either evaporation or
flow. The hydrologic cycle is powered by solar energy, which
drives the winds and evaporates water, primarily from the
surface of the oceans. Water vapor cools as it rises from the
ocean’s surface and condenses, forming clouds. These clouds
are then blown by solar-driven winds across the planet, eventu-
ally yielding rain or snow, the majority of which falls back on
the oceans. The water that falls on land has several fates. Some
immediately evaporates and reenters the atmosphere; some is
consumed by terrestrial organisms; some percolates through
the soil to become groundwater; and some ends up in lakes
and ponds or in streams and rivers, which eventually find their
way back to the sea.

Turnover time is the time required for the entire volume of
a particular reservoir to be renewed. Because reservoirs differ in
size and rates of water exchange, they turn over at vastly differ-
ent rates. The water in the atmosphere turns over about every
9 days. The renewal time for river water, 12 to 20 days, is nearly
as rapid. Lake renewal times are longer, ranging anywhere
from days to centuries, depending on lake depth, area, and
rate of drainage. But the biggest surprise is the renewal time
for the largest reservoir of all, the oceans. With a renewal
time of about 3,100 years, the total volume of the oceans, over
1.3 billion km? of water, has turned over nearly 50 times in the
last 150,000 years or so, roughly since the first modern humans
gazed out on an ocean.

The Effects of Wind and Temperature

Within a reservoir, wind also plays important roles for move-
ment. At the surface, prevailing winds drive currents in oceans

and lakes that transport nutrients, oxygen, and heat, as well as
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A large quantity of water is tied up in
ice. Melting would raise the oceans
enough to flood coastal cities.

The atmosphere contains a relatively
small amount of water that is rapidly
renewed through the opposing processes
of evaporation and precipitation.

0.0009%
Atmosphere
13,000 km3

40,000 km®/yr evaporated

from the ocean + 71,000 km?/yr
evaporated from organisms

and land surfaces A
(= 111,000 km/yr) precipitates

onto land. l

425,000 km?/yr l

385,000 km?/yr
returns to the ocean
as precipitation.

evaporates from the
ocean’s surface.

Groundwater is being depleted rapidly
in many areas by pumping from wells.

Figure 3.2  The hydrologic cycle (data from Schlesinger 1991; USGS

organisms long distances. Currents moderate climates, fertil-
ize the surface waters, stimulate photosynthesis, and promote
gene flow among populations of marine organisms. Wind-
driven surface currents sweep across vast expanses of open
ocean to create great circulation systems called gyres that,
under the influence of the Coriolis effect, move to the right
in the Northern Hemisphere and to the left in the Southern
Hemisphere (fig. 3.3). The great oceanic gyres transport cold
water from high latitudes toward the equator and warm water
from equatorial regions toward the poles, moderating climates
at middle and high latitudes. A segment of one of these gyres,
the Gulf Stream, moderates the climate of northwestern
Europe.

Water temperature also has broad global patterns. Just
as on land, surface water temperature changes with latitude,
but at all latitudes, water temperatures are much more stable
than terrestrial temperatures. These surface temperatures
vary with season, albeit less than on land; in the temperate
zone they can change 7° to 9°C while only 1°C at the equa-

River flow carries
40,000 km?/yr to
the oceans.

Oceans form the largest reservoir
for the global hydrologic cycle.

below the surface. At 100 m depth annual variation in tem-
perature is often less than 1°C.
Just as it drives currents, wind can also facilitate mix-
ing of layers with different temperatures. Deep water may be
moved to the surface in a process called upwelling. Upwelling
can occur where winds blow surface water away from the
shore, allowing colder water to rise to the surface. Upwelling
in marine systems can also be driven by pressures created by
salinity gradients, described later in this chapter. As we will
see, the movement of water is critical for aquatic ecosystem
functioning.

Concept 3.1 Review

1. How will global warming affect the proportion of the
earth’s water that resides in the oceans?

2. How do global temperature patterns in aquatic environ-
ments differ from those on land? How are they similar?

or. However, the greatest stability in water temperatures i
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The Natural History
of Aquatic Environments

LEARNING OUTCOMES
After studying this section you should be able to do the following:

3.7
3.8

List the major aquatic environments.

Describe the major physical characteristics of the
range of aquatic environments.

Outline the chemical differences among the aquatic
environments.

Discuss the differences in dominant organisms of the
various aquatic environments.

Explain why human impacts on the oceans, which
lagged behind our impact on terrestrial biomes for
thousands of years, have rapidly increased in recent
centuries.

3.9

The biology of aquatic environments corresponds broadly to
variations in physical factors such as light, temperature, an
water movements and to chemical factors such as salinity an
oxygen. Our discussion of the natural history of aquatic envi

Figure 3.3  Oceanic circulation, which is driven mainly by the prevailing w|

inds under the influence of the Coriolis effect, moderates earth’s climate.

largest aquatic environment on the planet. We continue our
tour with environments found along the margins of the oceans,
including kelp forests and coral reefs, the intertidal zone, and
salt marshes. We then venture up rivers and streams, important
avenues for exchange between terrestrial and aquatic environ-
ments. Finally, we consider lakes, inland aquatic environments
that are similar in many ways to the oceans where we begin.

The Oceans

The year 2021 marks the United Nations Decade of Ocean
Science for Sustainable Development, reflecting our growing
awareness of the importance of this ecosystem. Preeminent
marine scientists Jane Lubchenco and Steven Ganes wrote
“The ocean sustains and feeds us. It connects us. It is our past
and our future. The ocean is not too big to fail, nor is it too big
to fix. It is too big to ignore.” (Lubchenco and Ganes 2019).

Experience with terrestrial organisms cannot prepare you
for what you encounter in samples taken from the deep ocean
We dream of unknown extraterrestrial beings, some friendly
and some monstrous, all with strange and shocking anatomy.
We parade them through science fiction literature and films,
while, unknown to most of us, creatures as odd and wonderful,
some beyond imagining, live in the deep blue world beyon
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the continental shelves. Figure 3.4 shows one of the species
found in the deep sea—a female deep-sea anglerfish with her
male partner.

Geography

The world ocean, which covers over 360 million km2, is a con-
tinuous, interconnected mass of water. This water is spread
among three major ocean basins: the Pacific, Atlantic, and
Indian, each with several smaller seas, bodies of water partly
enclosed by land, along its margins (fig. 3.3). The largest ocean
basin, the Pacific, has a total area of nearly 180 million km?
and extends from the Antarctic to the Arctic Sea. In the Pacific
Ocean, the major seas include the Gulf of California, the Gulf
of Alaska, the Bering Sea, the Sea of Okhotsk, the Sea of Japan,
the China Sea, the Tasman Sea, and the Coral Sea. The sec-
ond largest basin, the Atlantic, has a total area of over 106 mil-
lion km? and also extends nearly from pole to pole. The major
seas of the Atlantic are the Mediterranean, the Black Sea, the
North Sea, the Baltic Sea, the Gulf of Mexico, and the Carib-
bean Sea. The smallest of the three oceans, the Indian, with a
total area of just under 75 million km?, is mostly confined to
the Southern Hemisphere. Its major seas are the Bay of Bengal,
the Arabian Sea, the Persian Gulf, and the Red Sea.
The Pacific is also the deepest ocean, with an average depth
of over 4,000 m. The average depths of the Atlantic and Indian
Oceans are approximately equal, at just over 3,900 m. Undersea
mountains stud the floor of the deep ocean, some isolated and
some in long chains that run as ridges for thousands of kilo
meters. Undersea trenches, some of great depth and volume,
rip through the seafloor. One such trench, the Marianas, in the
western Pacific Ocean, is over 10,000 m deep—deep enough to
engulf Mount Everest with 2 km to spare. The peak of Mauna
Loa in Hawaii is a bit over 4,000 m above sea level, a modest
height for a mountain. However, the base of Mauna Loa extends
6,000 m below sea level, making it, from base to peak, one of
the tallest mountains on earth. What new biological discoveries
might await future ecologists along this undersea slope?

The dorsal appendage is a lure Compared to other fish, the
that gives off light produced by number and size of fins and the

symbiotic bacteria. skeletal system are reduced.

g A

Males of the species are reduced to
a sperm-producing parasitic
appendage of females.

Prey attracted by the lure are
seized by oversized teeth.

The darkness, low food availability, and high pressures of the deep-sea
environment have selected for organisms quite different from those typical
of either shallow seas or the terrestrial environment. Only the females of
this deep-sea anglerfish species are active predators.

Figure 3.4 Deep-sea anglerfish.

tructure

he oceans can be divided into several vertical and horizontal
ones (fig. 3.5). The shallow shoreline under the influence of
he rise and fall of the tides is called the littoral, or intertidal,
one. The neritic zone extends from the coast to the margin of
he continental shelf, where the ocean is about 200 m deep
eyond the continental shelf lies the oceanic zone. The ocean
is also generally divided vertically into several depth zones
he epipelagic zone is the surface layer of the oceans that
xtends to a depth of 200 m. The mesopelagic zone extends
rom 200 to 1,000 m, and the bathypelagic zone extends from
1,000 to 4,000 m. The layer from 4,000 to 6,000 m is called
he abyssal zone, and finally the deepest parts of the oceans
elong to the hadal zone. Habitats on the bottom of the ocean,
nd other aquatic environments, are referred to as benthic,
hile those above the bottom, regardless of depth, are called
elagic. Each of these zones supports a distinctive assemblage
of marine organisms.

Physical Conditions

Light

Because of their depth, marine environments are mostly dark
Figure 3.6 compares the colors seen by a scuba diver in deep
and shallow water to demonstrate the selective absorption of
light by water. Even in the clearest oceans on the brightest

Intertidal zone Neritic zone

Epipelagic zone

Bathypelagic zone

Decreasing light and
temperature with depth
produces a series of
vertical habitat zones.

Abyssal
zone

6,000 m

stantial variation in light and temperature with depth.
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b)

Figure 3.6 Changes in light quality with depth: (@) the rich
colors on a shallow coral reef; (b) the blue of the deeper reef.
a) Comstock Images/Jupiter Images; (b) Jody Watt/Getty Images

days, the amount of sunlight penetrating to a depth of 600 m
is approximately equal to the intensity of starlight on a clear
night. That leaves, on average, about 3,400 m of deep black
water in which the only light is that produced by biolumines-
cent fishes and invertebrates.

Temperature

Oceans’ depth also results in much of their volume being
extremely cold, even while shallow layers may be warmed by
the sun. Thermal stratification is a permanent feature of tropi-
cal oceans. Temperate oceans are stratified only during the
summer, and the thermocline breaks down as surface waters
cool during fall and winter. At high latitudes, thermal stratifi-
cation is only weakly, if ever, developed.

The lowest average oceanic temperature, about —1.9°C,
is around the Antarctic. The highest average surface tempera-
tures, a bit over 27°C, occur near the equator. As we shall see,
these differences in thermal conditions at different latitudes
have far-reaching ecological consequences.

Water Movements

The oceans are never still. Prevailing winds drive currents that

across the globe. These winds are driven by solar energy,
as described in chapter 2, and shown in figure 2.5. As we have
described above, oceanic gyres at the surface are even respon-
sible for moderating terrestrial climate in some regions.

In addition to surface currents, there are deep-water cur-
rents such as those produced as cooled, high-density water sinks
at the Antarctic and Arctic that move along the ocean floor.
Sometimes called the ocean’s “conveyor belt,” thermohaline cir-
culation is the movement of water caused by an interaction of
temperature (thermo) and salinity (haline). At the poles, ocean
water cools and freezes; when sea ice forms at the surface, it
leaves behind salts (fig. 3.7). Because the surrounding ocean
water is now saltier, it has a higher density and therefore sinks
This pulls in less-salty water, which then can also freeze, creat-
ing a continuous current. This displacement results in upwell-
ing elsewhere. Upwelling also occurs along the west coasts of
continents and around Antarctica, where winds blow surface
water offshore, allowing colder water to rise to the surface.
Ocean life depends on water movement from both thermo-
haline circulation and upwelling; nutrients are eventually depleted
from the shallow layers but are re-enriched by water from deeper
layers. There are concerns that increased freshwater inputs due
to global warming threaten thermohaline circulation by chang-
ing salinity levels (Zickfeld et al. 2007). This is just one of many
threats to our oceans due to rising temperatures (see chapter 23)

Chemical Conditions

Salinity

The amount of salt dissolved in water, called salinity, varies with
latitude and among the seas that fringe the oceans. In the open
ocean, it varies from about 34 g of salt per kilogram of water
34%o, or 34 parts per thousand) to about 36.5%.. The lowest
salinities occur near the equator and above 40° N and S lati
tudes, where precipitation exceeds evaporation. The excess of
precipitation over evaporation at these latitudes is clearly shown
by the climate diagrams for temperate forests, boreal forests,
and tundra that we examined in chapter 2 (see figs. 2.29, 2.32,
and 2.35). Highest salinities occur in the subtropics at about
20° to 30° N and S latitudes, where precipitation is low and
evaporation high—precisely those latitudes where we encoun-
tered deserts (see fig. 2.20). Salinity varies a great deal more
in the small, enclosed basins along the margins of the major
oceans. The Baltic Sea, which is surrounded by temperate and
boreal forest biomes and receives large inputs of freshwater, has
local salinities of 7%o or lower. In contrast, the Red Sea, which
is surrounded by deserts, has surface salinities of over 40%e..

Despite considerable variation in total salinity, the rela
tive proportions of the major ions (e.g., sodium [Na'], mag-
nesium [Mg>"], and chloride [ClT]) remain approximately
constant from one part of the ocean to another. This uniform
composition, which is a consequence of continuous and vigor-
ous mixing of the entire world ocean, underscores the physical
connections across the world’s oceans.

Oxygen

A liter of air contains about 200 mL of oxygen at sea level,

transport nutrients, oxygen, and heat, as well as organisms,

while a liter of seawater contains a maximum of about 9 mL
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Figure 3.7  (a) Thermohaline circulation occurs when water freezes,

of oxygen. Typically, oxygen concentration is highest near the
ocean surface and decreases progressively with depth to some
intermediate depth generally reaching a minimum at 1,000 m
or less. From this minimum, oxygen concentration increases
progressively to the bottom. However, some marine environ-
ments such as the deep waters in the Black Sea and in the
Norwegian sill fjords are devoid of oxygen.

Biology

There is a close correspondence between physical and chemi-

| it | the diversi . | abund

@® Wind-driven upwelling (® Mixing-driven upwelling

pulls more water in. () This creates a conveyor belt of shallow and deep-water
upwellings where deep water comes back up to shallow layers at several locations across the globe (data from Rahmstorf 2002; Kuhlbrodt et al. 2007).

driven by pressure
gradients created by wind.

ng saltier and therefore denser water behind, which sinks and thereby
currents that span the globe. Both this process and wind patterns result in

of oceanic organisms. In oceans, the shallow upper epipelagic
zone is called the photic zone, where microscopic organisms
called phytoplankton (including the aforementioned cyanobac-
teria) drift with the currents in the open sea. The small animals
that drift with these same currents are called zooplankton. While
there is no ecologically significant photosynthesis below the
photic zone, there is no absence of deep-sea organisms. Fishes,
ranging from small bioluminescent forms to giant sharks, and
invertebrates from tiny crustaceans to giant squid, prowl the
entire water column. There is life even in the deepest trenches,

elow 10,000 m
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Most deep-sea organisms are nourished—whatever their
place in the food chain—by organic matter fixed by photo-
synthesis near the surface. It was long assumed that the rain
of organic matter from above was the only source of food for
deep-sea organisms. Then, in 1977 the sea surprised everyone
There are entire biological communities on the seafloor that
are nourished not by photosynthesis at the surface but by che-
mosynthesis on the ocean floor (see chapter 7). These oases of
life are associated with undersea hot springs and harbor many
life-forms (fig. 3.8).

The deep ocean shines with the blue of pure water and is
often called a “biological desert.” While it is true that the aver-
age rate of photosynthesis per square meter of ocean surface is
similar to that of terrestrial deserts, the oceans, because they
are so vast, contribute approximately one-half of the total pho-
tosynthesis in the biosphere. This oceanic primary production
constitutes a substantial contribution to the global carbon and
oxygen budgets.

The open ocean is home, the only home, for thousands
of organisms with no counterparts on land. The terrestrial
environment supports 11 animal phyla, only one of which,
Onychophora, is endemic to the terrestrial environment—that
is, found in no other environments. Fourteen phyla live in
freshwater environments but none are endemic. Meanwhile,

Figure 3.8 Chemosynthesis-based community dominated by
giant tube worms, mussels, and crabs on the East Pacific Rise.

C. Van Dover/NOAA

the marine environment supports 28 phyla, 13 of which are
endemic to the marine environment (fig. 3.9).

Does the greater diversity of phyla in the marine environ-
ment shown in figure 3.9 contradict our impression of high bio-
logical diversity in biomes such as the tropical rain forest? No, it
does not. The terrestrial environment is extraordinarily diverse
because there are many species in a few animal and plant phyla,
especially arthropods and flowering plants. Still, the number
of marine species may also be very high. As mentioned above,
the Census of Marine Life, which had 2,700 participating scien-
tists, revealed thousands of new species, with undoubtedly many
others yet to be discovered. In particular, the census uncovered
a huge repository of diversity among microbes, which may
include hundreds of millions of distinctive species. Clearly the
oceans remain one of the frontiers for biological discovery.

Human Influences

Human impact on the oceans was once less than on other parts
of the biosphere. For most of our history, the vastness of the
oceans has been a buffer against human intrusions, but our
influence is growing. The decline of large whale populations
around Antarctica and elsewhere sounded a warning of what
we can do to the open ocean system. The killing of whales has
been curtailed, but there are plans to harvest the great whales
food supply, the small planktonic crustaceans known as krill.
Although we may find them less engaging than their predators,
the large whales, these zooplankton may be more important
to the life of the open ocean. Whales are not the only marine
populations that have collapsed. Overfishing has led to great
declines in commercially important fish stocks, such as the cod
population of Newfoundland’s Grand Banks. Many marine fish
populations, which once seemed inexhaustible, are now all but
gone and fishing fleets sit idle in ports all over the world.
Another threat to marine life is the possibility of dumping
wastes of all sorts, including nuclear and chemical wastes, into

Marine environment supports
many more phyla, especially
endemic phyla.

\

Only one phylum is
endemic to terrestrial
environment.

Endemic

| Not endemic

Number of phyla

Terrestrial Freshwater Marine

Environment

Figure 3.9 Distribution of animal phyla among terrestrial,
reshwater, and marine environments (data from Grassle 1991)




54 Section I

Natural History and Evolution

the deep ocean. In recent years, chemical pollution of the sea
has increased substantially, and chemical pollutants are accumus-
lating in deep-sea sediments. In addition, plastic debris, which is
resistant to decomposition, has built up in the central portions of
the oceans in extensive “garbage patches.” The larger pieces can
entrap marine animals, while small fragments interfere with the
feeding of seabirds and other marine species. The smallest frag-
ments, called microplastics, have recently been found to be ubigs
uitous in our oceans. Their danger for marine life is amplified
by their potential to absorb other chemical pollutants, thereby
poisoning the food chain (Chatterjee and Sharma 2019).

Life in Shallow Marine Waters:
Kelp Forests and Coral Gardens

The shallow waters along continents and around islands sup-
port marine communities of high diversity and biomass
Imagine yourself snorkeling along a marine shore, beyond the
intertidal zone. If you are at temperate latitudes and over a
solid bottom, you are likely to swim through groves of brown
seaweed called kelp. Along many coasts, kelp grows so tall, over
40 m in some places, and in such densities that they resemble
submarine forests (fig. 3.10).

Figure 3.10 Giant kelp forests off the California coast have struc-
ural features suggestive of terrestrial forests

Images&Stories/Alamy

If you snorkel in the tropics, you may come across a coral
reef so diverse in color and texture that it appears to be a well
tended garden (fig. 3.11). But these are forests and gardens
with a difference. Here, you can soar through the canopy with
fish so graceful they are called “eagle” rays or float leisurely
along with “butterfly” fish.

Geography

The nearshore marine environment and its inhabitants vary
with latitude. In temperate to subpolar regions, wherever there
is a solid bottom and no overgrazing, there are profuse growths
of kelp. As you get closer to the equator, these kelp forests are

gradually replaced by coral reefs. Coral reefs are confined to
low latitudes between 30° N and S (fig. 3.12).

Structure

Charles Darwin (1842b) was the first to place coral reefs
into three categories: fringing reefs, barrier reefs, and atolls
fig. 3.13). Fringing reefs hug the shore of a continent or an
island. Barrier reefs, such as the Great Barrier Reef, which
stretches for nearly 2,000 km off the northeast coast of
Australia, stand some distance offshore. A barrier reef stands
between the open sea and a lagoon. Coral atolls, which dot
the tropical Pacific and Indian Oceans, consist of coral islets
that have built up from a submerged oceanic island and ring
a lagoon.

Distinctive habitats associated with coral reefs include the
eef crest, where corals grow in the surge zone created by waves
coming from the open sea. The reef crest extends to a depth of
about 15 m. Below the reef crest is a buttress zone, where coral
formations alternate with sand-bottomed canyons. Behind the
reef crest lies the /agoon, which contains numerous small coral
reefs called patch reefs and sea grass beds.

Beds of kelp, particularly those of giant kelp, have struc-
tural features similar to those of terrestrial forests. At the
water’s surface is the canopy, which may be more than 25 m
above the seafloor. The stems, or stipes, of kelp extend from the
canopy to the bottom and are anchored with structures called
holdfasts. On the stipes and fronds of kelp grow numerous spe-
cies of epiphytic algae and sessile invertebrates. Other seaweed
species of smaller stature usually grow along the bottom, form-
ing an understory to the kelp forest.

Physical Conditions

Light

Both seaweeds and reef-building corals grow only in shallow
waters, where there is sufficient light to support photosynthe-
sis. The depth of light penetration sufficient to support kelp
and coral varies with local conditions from a few meters to
nearly 100 m.

Temperature

Temperature limits the distribution of both kelp and coral
Most kelp are limited to temperate shores, where temperatures
may fall below 10°C in winter and rise to a bit above 20°C
in summer. Reef-building corals are restricted to warm waters,

he mini | a1l below about 18°
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Figure 3.13 Types of coral reefs.

to 20°C and average temperatures usually vary from about 23°
to 25°C. Temperatures above about 29°C are usually lethal to
reef-building corals.

Water Movements

Coral reefs and kelp beds are continuously washed by oceanic cur-
rents that deliver oxygen and nutrients and remove waste products
However, extremely strong currents and wave action, as during
hurricanes, can detach entire kelp forests and flatten coral reefs.

Chemical Conditions

Salinity

Coral reefs grow only in waters with fairly stable salinity. Heavy
rainfall or runoff from rivers that reduces salinity below about
27% of seawater can be lethal to corals. Kelp beds appear to be
more tolerant of freshwater runoff and grow well along temper-
ate shores, where surface salinities are substantially reduced by
runoff from large rivers.

Oxygen

Coral reefs and kelp beds usually occur where vigorous
wave action or active currents help sustain a well-oxygenated
environment.

Biology

Coral reefs face intense, and sometimes complex, biological dis-
turbance. Periodic outbreaks of the predatory crown-of-thorns
sea star, Acanthaster planci, which eats corals, have devastated
large areas of coral reef in the Indo-Pacific region. In a Carib-
bean coral reef community, populations of a sea star relative,
the sea urchin Diadema antillarum, eat both algae and corals
Howeyver, these urchins benefit the corals by reducing algal pop-
ulations that compete for space with young corals (fig. 3.14).

Coral reefs and kelp beds are among the most productive
and diverse of all ecological systems in the biosphere. Robert

Whittal | Gene Lil 1973) esti i that i [

completely below sea level.

Barrier Atoll

Reef

Lagoon crest Patch reefs

primary production on coral reefs and algal beds exceeds that
of tropical rain forests. This productivity depends on a mutu-
ally beneficial relationship between reef-building corals and
algae called zooxanthellae (see chapter 15). It is the zooxan-
thellae that give the coral in figure 3.14 its greenish color. The
center of diversity for reef-building corals is the western Pacific
and eastern Indian oceans, where there are over 600 coral spe-
cies and over 2,000 species of fish.

Human Influences

Coral reefs and kelp forests are increasingly exploited for a vari-
ety of purposes. Tons of kelp are harvested for use as a food
additive and for fertilizer. Fortunately, most of this harvest is
quickly replaced by kelp growth. Corals, however, which are
intensively harvested and bleached for decorations, do not
quickly replace themselves. The fish and shellfish of kelp forests
and coral reefs have also been heavily exploited. Once again, it

Figure 3.14 The sea urchin Diadema antillarum on a coral reef.
Feeding by this sea urchin appears to play a key role in the interaction
between reef-building corals and benthic algae on Caribbean coral
eefs Fine Art/Shutterstock
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appears that coral reefs are more vulnerable. Some coral reefs
have been so heavily fished, both for food and for the aquarium
trade, that most of the larger fish are rare. Unfortunately, some
especially destructive means of fishing are used on coral reefs,
including dynamite and poison, with disastrous results. In the
Philippines, over 60% of the area once covered by coral has
been destroyed by these techniques during recent years. Pollu-
tion, especially nutrient enrichment from human population,
is a growing threat to coral reefs. In addition, as the surface
temperature of the oceans has warmed in recent decades, cor-
als have increasingly expelled their zooxanthellae, resulting in a
loss of their color called “coral bleaching.” Bleaching episodes
have been often followed by massive coral mortality.

Marine Shores: Life Between
High and Low Tides

The rise and fall of the tides make the shore one of the most
dynamic environments in the biosphere. The intertidal zone is a
magnet for the curious naturalist and one of the most convenient
places to study ecology. Where else in the biosphere does the
structure of the landscape change several times each day? Where
else does nature expose entire aquatic communities for leisurely
exploration? Where else are environmental and biological gradi-
ents so compressed? It should be no surprise that here in the
intertidal zone, immersed in tide pools, salt spray, and the dis-
tinctive smell of kelp, ecologists have found the inspiration and
circumstance for some of the most elegant experiments and most
enduring generalizations of ecology. The intertidal zone, the area
covered by waves at high tide and exposed to air at low tides
fig. 3.15), has proved to be an illuminating window to the world

Geography

Countless thousands of kilometers of coastline around the world
have intertidal zones. From a local perspective, it is significant
to distinguish between exposed and sheltered shores. Battered
by the full force of ocean waves, exposed shores support very

Figure 3.15 A rocky shore at low tide. These mussels, growing on
a rock outcrop, show the high population densities often seen in intertidal

habitats, where competition for space is commonly intense.  Steven P. Lynch |

different organisms from those found along sheltered shores on
the inside of headlands or in coves and bays. A second impor-
tant distinction is between rocky and sandy shores.

Structure

Although conditions vary continuously through the intertidal
zone, marine biologists have divided it historically into several
vertical zones (fig. 3.16). The highest zone, called the supratidal
fringe, or splash zone, is seldom covered by high tides but often
wetted by waves. Below this fringe is the intertidal zone proper.
The upper intertidal zone is covered only during the highest
tides, while the lower intertidal zone is uncovered only during the
lowest tides. Between the upper and lower intertidal zones is the
middle intertidal zone, which is covered and uncovered during
average tides. Below the intertidal zone is the subtidal zone, which
remains covered by water even during the lowest tides.

Physical Conditions
Light

Intertidal organisms are exposed to wide variations in light
intensity. At high tide, water turbulence reduces light intensity,

while at low tide, intertidal organisms are exposed to the full
intensity of the sun.

Temperature

Because the intertidal zone is exposed to the air once or twice
each day, intertidal temperatures are always changing. At high
latitudes, tide pools, small basins that retain water at low tide,
can cool to freezing temperatures during low tides, while tide
pools along tropical and subtropical shores can heat to tempera-
tures in excess of 40°C. The dynamic intertidal environment con-
trasts sharply with the stability of most marine environments.

Water Movements

The two most important water movements affecting the distri-
bution and abundance of intertidal organisms are the waves
that break upon the shore and the tides. The tides vary in mag-
nitude and frequency. Most tides are semidiurnal, that is, there
are two low tides and two high tides each day. However, in
seas, such as the Gulf of Mexico and the South China Sea,
there are diurnal tides, that is, a single high and low tide each
day. The total rise and fall of the tide varies from a few centi-
meters along some marine shores to 15 m at the Bay of Fundy
in northeastern Canada (fig. 3.17).
The sun and moon and local geography determine the
magnitude and timing of tides. The main tide-producing forces
are the gravitational pulls of the sun and moon on water.
Of the two forces, the pull of the moon is greater because,
although the sun is far more massive, the moon is much
closer. Tidal fluctuations are greatest when the sun and moon
are working together, that is, when the sun, moon, and earth
are in alignment, which happens at full and new moons. These
times of maximum tidal fluctuation are called spring tides.
Tidal fluctuation is least when the gravitational effects of the
sun and moon are working in opposition, that is, when the sun
nd moon, relative to earth, are at right angles to each other.
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Figure 3.16 Intertidal zonation.

as they are at the first and third quarters of the moon. These
times of minimum tidal fluctuation are called neap tides. The
size and geographic position of a bay, sea, or section of coast-
line determine whether the influences of sun and moon are
amplified or damped and are responsible for the variations in
tides from place to place.
The amount of wave energy to which intertidal organisms
are exposed varies considerably from one section of coast to
another; this variation affects the distribution and abundance
of intertidal species. Exposed headlands are hit by high waves
fig. 3.18), and they are subjected to strong currents, which are

b)

Figure 3.17 The Bay of Fundy, a site of some of the greatest Figure 3.18 Storm waves such as these pounding a rocky headland
tidal fluctuations anywhere, at: («) high tide and (b) low tide. have an important influence on the distribution and abundance of inter-
a) Doug Sherman/Geofile; (b) Doug Sherman/Geofile idal organisms.  Design Pics/The Irish Image Collection
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at times as strong as those of swift rivers. Coves and bays are
the least exposed to waves, but even the most sheltered areas
may be subjected to intense wave action during storms.

Chemical Conditions

Salinity

Salinity in the intertidal zone varies much more than in the
open ocean, especially within tide pools isolated at low tide
Rapid evaporation during low tide increases the salinity within
tide pools along desert shores. Along rainy shores at high lati
tudes and in the tropics during the wet season, tide pool organ-
isms can experience much reduced salinity.

Oxygen

Oxygen does not generally limit the distributions of intertidal
organisms for two major reasons. First, intertidal species are
exposed to air at each low tide. Second, the water of wave-
swept shores is thoroughly mixed and therefore well oxygen-
ated. An intertidal environment where oxygen availability may
be low is in interstitial water within the sediments along sandy
or muddy shores, especially in sheltered bays, where water cir-
culation is weak.

Biology

Intertidal organisms are adapted to an amphibious existence,
partly marine, partly terrestrial. All intertidal organisms are
adapted to periodic exposure to air, but some species are better
equipped than others to withstand that exposure. This fact pro-
duces one of the most noticeable intertidal features, zonation of
species. Species living at the highest levels of the intertidal zone
are exposed by almost all tides and remain exposed the longest
Others are exposed during the lowest tides only, perhaps once o
twice per month, or even less frequently. Microtopography also
influences the distribution of intertidal organisms. Tide pool
support very different organisms than sections of the intertidal
zone from which the water drains completely. The channels i
which seawater runs, like a salty stream, during the ebb and flo
of the tides offer yet another habitat.

The substratum also affects the distribution of intertida
organisms. Hard, rocky substrates support a biota different
from that on sandy or muddy shores. You can see a profusio
of life on rocky shores because many species are attached to
rock surfaces (see fig. 3.15). The residents of the rocky inter:
tidal zone include sea stars, barnacles, mussels, sea urchins
and seaweeds. However, most intertidal organisms are incon
spicuous, since they take shelter at low tide, some among the
fronds and holdfasts of kelp and others under boulders. There
are even animals that burrow into and live inside rocks. A
we shall see when we discuss competition in chapter 13 and
predation in chapter 14, biological interactions influence the
distributions of intertidal organisms.

On soft bottoms, most organisms are burrowers and shel
ter themselves within the sand or mud bottom. To thoroughl
study the life of sandy shores, you must separate organism
from sand or mud. Perhaps this is the reason rocky shore

far less about the life of sandy shores. Beaches, like the open

ocean, have been considered biological deserts. Careful stud-

ies, however, have shown that the intensity and diversity of life

on sandy shores rivals that of any benthic aquatic community
McLachlan and Dorvlo 2005).

Human Influences

People have long sought out intertidal areas, first for food and
later for recreation, education, and research. Shell middens,
places where prehistoric people piled the remains of their sea-
food dinners, from Scandinavia to South Africa, bear mute
testimony to the importance of intertidal species to human
populations for over 100,000 years. Today, each low tide still
finds people all over the world scouring intertidal areas for
mussels, oysters, clams, and other species. But many intertidal
organisms, which resist, and even thrive, in the face of twice
daily exposure to air and pounding surf, are easily devastated
by the trampling feet and probing hands of a few human visi-
tors. Relentless exploitation has severely reduced many inter-
tidal populations. Exploitation for food is not the only culprit,
however. Collecting for education and research also takes its
toll. The intertidal zone is also vulnerable to disruption by oil
spills, which have damaged intertidal areas around the world.

Transitional Environments: Estuaries,
Salt Marshes, Mangrove Forests,
and Freshwater Wetlands

Estuaries are found wherever rivers meet the sea. Salt marshes
and mangrove forests are concentrated along low-lying coasts
with sandy shores and may, like estuaries, be associated with
the mouths of rivers. Freshwater wetlands, such as swamps
and marshes, occupy low-lying areas within landscapes and
are generally inundated with water for some part of each year.
All four are at the transition between one environment and
another—salt marshes and mangrove forests at the transition
between land and sea, estuaries at the transition between river
and sea, and freshwater wetlands at the transition between
land and freshwater. Because these areas are transitions
between very different environments, they have a great deal
in common physically, chemically, and biologically. These
are particularly productive environments that teem with life
Figure 3.19 shows a rich salt marsh landscape, and figure 3.20
shows the structurally complex environment provided by
dense populations of mangroves and their many prop roots.

Geography

Salt marshes, which are dominated by herbaceous vegetation,
are concentrated along sandy shores from temperate to high lati-
tudes. At tropical and subtropical latitudes, the herb-dominated
salt marsh is replaced by mangrove forests (fig. 3.21). Man-
groves are associated with the terrestrial climates of the tropi-
cal rain forest, tropical dry forest, savanna, and desert, due
mainly to the sensitivity of mangroves to frost. Estuaries occur
wherever rivers enter the sea, and freshwater marshes can form
wherever runoff waters collect in low-lying areas
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Figure 3.21  Salt marsh and mangrove forests (data from Chapman

Structure

Salt marshes generally include channels, called tidal creeks, that
fill and empty with the tides. These meandering creeks can cre-
ate a complex network of channels across a salt marsh (fig. 3.22)
Fluctuating tides move water up and down these channels, or
tidal creeks, once or twice each day, gradually sculpting the salt
marsh into a gently undulating landscape (fig. 3.23). Tidal creeks
are generally bordered by natural levees. Beyond the levees are
marsh flats, including small basins called salt pans that period-
ically collect water that eventually evaporates, leaving a layer of
salt. This entire landscape is flooded during the highest tides
and drains during the lowest tides.

Figure 3.22  Viewing a salt marsh from the air reveals great

1977 Long and Mason 1983).

structural complexity.  Stacy Pearsall/Getty Images

Mangrove trees of different species are generally distrib-
uted according to height within the intertidal zone (fig. 3.24)
For instance, in mangrove forests near Rio de Janeiro, Brazil,
the mangroves growing nearest the water belong to the genus
Rhizophora. At this level in the intertidal zone, Rhizophora is
inundated by average high tides. Above Rhizophora grow other
mangroves such as Avicennia, which is flooded by the average
spring tides, and Laguncularia, which is touched only by the
highest tides.

Physical Conditions
Light

Estuaries, salt marshes, and mangrove forests experience sig-
nificant fluctuations in tidal level. Consequently, the organ-
isms in these environments are exposed to highly variable
light conditions. They may be exposed to full sunlight at low
tide and very little light at high tide. The waters of these envi-
ronments as well as in freshwater wetlands are usually turbid
because of shifting currents and agitation of their shallow
waters by wind, which keep fine organic and inorganic materi-
als in suspension.

Temperature

The temperatures of these transitional environments are highly
variable. Because they are generally shallow, water temperature
varies with air temperature. Since the temperatures of seawater
and river water may be very different, the temperature of an
estuary may change with each high and low tide. Salt marshes
t high latitudes may freeze during the winter. In contrast
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Tidal ebb and flow carves the salt marsh
into a highly complex landscape.
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Figure 3.23  Salt marsh channels shown in cross section.
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Figure 3.24  Where mangrove diversity is high, mangrove species sh

mangroves grow where the minimum annual temperature is
about 20°C and the shallows can heat up to over 40°C.

Water Movements

Ocean tides and river flow drive the complex currents in estuar-
ies. These currents are at the heart of the ecological processes
of the estuary because they transport organisms, renew nutri-
ents and oxygen, and remove wastes. Tidal currents also flow
in salt marshes and mangrove forests, where they are involved
in these processes and fragment and transport the litter pro-
duced by salt marsh and mangrove vegetation. Once or twice
a day, high tides create saltwater currents that move up the
estuaries of rivers and the channels within salt marshes and
mangrove forests. Low tides reverse these currents and saltwa-
ter moves seaward. Tidal height may fluctuate far from where
an estuary meets the sea. For example, tidal fluctuations occur
over 200 km upstream from where the Hudson River flows
into the sea. Vigorous mixing, in more than one direction,
makes these transitional environments some of the most phys-
ically dynamic in the biosphere. The generally limited water

ifferent
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ear patterns of vertical zonation relative to tidal level.

Chemical Conditions
Salinity
The salinity of estuaries, salt marshes, and mangrove forests
may fluctuate widely, particularly where river and tidal flow
are substantial. In such systems, the salinity of seawater can
drop to nearly that of freshwater an hour after the tide turns
Because estuaries are places where rivers meet the sea, their
salinity is generally lower than that of seawater. In hot, dry
climates, however, evaporation often exceeds freshwater inputs
and the salinity in the upper portions of estuaries may exceed
that of the open ocean.
Estuarine waters are also often stratified by salinity, with
lower-salinity, low-density water floating on a layer of higher-
salinity water, isolating bottom water from the atmosphere. On
the incoming tide, seawater coming from the ocean and river
water are flowing in opposite directions. As seawater flows up
the channel, it mixes progressively with river water flowing in the
opposite direction. Due to this mixing, the salinity of the surface
water gradually increases downriver from less than 1%. to salini-

ovements in freshwater wetlands are mainly driven by wind

ies approaching that of seawater at the river mouth (fig. 3.25)
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Lower-salinity, low-density river water flows over
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along length of an estuary, creating a
gradient of increasing salinity.

Figure 3.25  Structure of a salt wedge estuary.

Oxygen

In these transitional environments, oxygen concentration is
highly variable and often reaches extreme levels. Decomposis
tion of the large quantities of organic matter produced in these
environments can deplete dissolved oxygen to very low levels,
and isolation of saline bottom water from the atmosphere adds
to the likelihood that oxygen will be depleted in estuaries
At the same time, however, high rates of photosynthesis can
increase dissolved oxygen concentrations to supersaturated
levels. Again, the oxygen concentrations to which an organism
is exposed in estuaries, salt marshes, and mangrove forests can
change with each turn of the tide.

Biology

The salt marshes of the world are dominated by grasses such as
Spartina spp. and Distichlis spp.; by pickleweed, Salicornia spp.;
and by rushes, Juncus spp. The mangrove forest is dominated by
mangrove trees belonging to many genera. The species that make
up the forest change from one region to another; however, within
a region, there is great uniformity in species composition.
Because of their highly variable physical and chemical
conditions, estuaries and salt marshes don’t support a great
diversity of species, but they are generally very abundant
These are places where some of the most productive fisheries
occur and where aquatic and terrestrial species find nursery
grounds for their young. Most of the fish and invertebrates liv-
ing in estuaries evolved from marine ancestors, but estuaries
also harbor a variety of insects of freshwater origin. Whatever
their origins, however, the species that inhabit estuaries and
salt marshes have to be physiologically tough. Estuaries and
salt marshes also attract birds, especially water birds. In the
mangrove forest, birds are joined by crocodiles, alligators, and,
in the Indian subcontinent, by tigers. Freshwater wetlands are

also among the most productive of environments. |

Human Influences

Estuaries, salt marshes, mangrove forests, and freshwater
wetlands are extremely vulnerable to human interference
All around the world freshwater wetlands have been drained
to support agriculture. Meanwhile salt marshes and estuaries
have been magnets for urban development. People want to live
and work at the coast, but building sites are limited. One solu-
tion to the problem of high demand for coastal property and
low supply has been to fill and dredge salt marshes, replac-
ing wildlife habitat with human habitat (fig. 3.26). Because
cities benefit from access to the sea, many, such as Boston,
San Francisco, and London, have been built on estuaries. As a
consequence, many estuaries have been polluted for centuries
The discharge of organic wastes into estuaries depletes oxygen

Figure 3.26  Salt marshes are vulnerable to a wide range of human-
caused disturbances. Here a crew of private contractors works to clean
salt marsh vegetation of oil pollution from the Deepwater Horizon oil
spill of 2010.  U.S. Coast Guard photo by Pamela J. Manns
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directly as it decomposes, and the addition of nutrients such
as nitrogen can lead to oxygen depletion by stimulating pri-
mary production. Enrichment by organic matter and nutrients
and resulting oxygen depletion have produced extensive “dead
zones” in coastal waters adjacent to where large rivers, such
as the Mississippi, discharge into the sea. Heavy metals dis-
charged into estuaries and salt marshes are incorporated into
plant and animal tissues and have been, through the process
of bioaccumulation, elevated to toxic levels in some food spe-
cies. Vast areas of mangrove forests have been cleared to make
room for shrimp farms and charcoal making. The assaults on
estuaries and salt marshes have been chronic and intense, but
there is growing awareness of their importance. In the after-
math of the tragic Indian Ocean tsunami of 2004, govern-
ments across southern Asia have been replanting mangrove
forests, since those areas with intact mangrove forests suffered
the least damage and loss of human lives.

Rivers and Streams: Life Blood
and Pulse of the Land

We become aware of the importance of rivers (fig. 3.27) in
human history and economy as we name the major ones: Nile,
Danube, Tigris, Euphrates, Yukon, Indus, Tiber, Mekong,
Ganges, Rhine, Mississippi, Missouri, Yangtze, Amazon,
Seine, Congo, Volga, Thames, Rio Grande. The importance of
rivers, both great and small, to human history and economy is
inestimable. However, river ecology has lagged behind the eco-
logical study of lakes and oceans and is one of the youngest of
the many branches of aquatic ecology. In the past few decades,
however, river ecology has exploded with published research,

Figure 3.27 The Togiak River in southwestern Alaska, which
supports thriving populations of five Pacific salmon species, is shown
here meandering across its floodplain surrounded by ponds and other
wetlands on its way to the sea.  Art Wolfe/Getty Images

competing theories, controversies, and international symposia
and now claims a well-earned place beside its more mature
cousins.

Geography

Rivers drain most of the landscapes of the world (fig. 3.28)
When rain falls on a landscape, a portion of it runs off, as either
surface or subsurface flow. Some of this runoff water eventually
collects in small channels, which join to form larger and larger
water courses until they form a network of channels that drains
the landscape. A river basin is that area of a continent or an
island that is drained by a river drainage network, such as the

TI‘OplC of Cancer
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ississippi River basin in North America or the Congo River
basin in Africa. Rivers eventually flow out to sea or to some
interior basin like the Aral Sea or the Great Salt Lake. River
basins are separated from each other by watersheds, that is, by
topographic high points. For instance, the peaks of the Rocky
Mountains divide runoff from melting snow. Runoff water on
the east side of the peaks flows to the Atlantic Ocean, while
runoff on the west side flows to the Pacific Ocean.

Structure

Rivers and streams vary along three spatial dimensions
fig. 3.29). Pools, runs, riffles, and rapids occur along their
lengths. Because of variation in flow, rivers can also be divided
across their widths into wetted and active channels. The wet-
ted channel contains water even during low flow conditions,
while the active channel is inundated at least annually during
high flows. Outside the active channel is the riparian zone, a
transition between the aquatic environment of the river and
the upland terrestrial environment. Rivers and streams can be
divided vertically into the water surface, the water column, and
the bottom, or benthic, zone. The benthic zone includes the
surface of the bottom substrate and the interior of the substrate
through depths at which substantial surface water still flows
Below the benthic zone is the hyporheic zone, a zone of tran-
sition between areas of surface water flow and groundwater.

Aquatic organisms live in all

zones from the phreatic zone

Wetted channel contains
to the water column.

water year-round.

Water
column

Benthic
zone {

Hyporheic —

Water flows from river channels
into groundwater and from

zone J_(
Phreatic

zone groundwater into river channels.

e 225 -

he area containing groundwater below the hyporheic zone is
called the phreatic zone.

Streams and rivers can be classified by where they occur
in a drainage network—that is, by stream order. In this system,
headwater streams are first order, while a stream formed by the
joining of two first-order streams is a second-order stream. A
third-order stream results from the joining of two second-order
streams, and so on. A lower-order stream, say a first order, join-
ing a higher-order stream, for instance, a second-order stream,
does not raise the order of the stream below the junction.

Physical Conditions
Light

Even the clearest streams are generally more turbid than clear
lakes or seas. The reduced clarity of rivers, and resulting lower
penetration of light, results from two main factors. First, riv-
ers are in intimate contact with the surrounding landscape,
and inorganic and organic materials continuously wash, fall,
or blow into rivers. Second, river turbulence erodes bottom
sediments and keeps them in suspension, particularly during
floods. The headwaters of rivers are generally shaded by ripar-
ian vegetation (fig. 3.30a4), which may be so dense that shad-
ing inhibits photosynthesis by aquatic primary producers
The extent of shading decreases progressively downstream
as stream width increases. In arid regions, headwater streams

I
/

)

Active channel is
usually flooded at
least once each year.

Roots of trees growing in
the riparian zone often draw
water from groundwater.




Section I Natural History and Evolution

a)

Figure 3.30 Headwater streams in: (a) forested Great Smoky Mountains, Tennessee; and (b) arid Capitol Reef National Park, Utah. The consum-
ers in headwater streams draining forested lands generally depend on organic matter produced by the surrounding forest. Meanwhile, arid-land streams

streams. (a) Stewart Tomlinson/U.S. Geological Survey; (b) billperry/123RF

usually receive large amounts of solar radiation and support
high levels of photosynthesis (fig. 3.305).

Temperature

The temperature of rivers closely tracks air temperature but does
not reach the extremes of terrestrial habitats. The coldest river
temperatures, those of high altitudes and high latitudes, may
drop to a minimum of 0°C. The warmest rivers are those flowing
through deserts, but even desert rivers seldom exceed 30°C.

Water Movements

River currents deliver food, remove wastes, renew oxygen, and
strongly affect the size, shape, and behavior of river organ-
isms. Currents in quiet pools may flow at only a few millime-
ters per second, while water in the rapids of swift rivers in a
flood stage may flow at 6 m per second. Contrary to popular
belief, the currents of large rivers may be as swift as those in
the headwaters.
The amount of water carried by rivers, which is called river
discharge, differs a lot from one climatic regime to another

Maximum flow in the
Thames, a river in moist
temperate England, is
approximately three
times minimum flow.

Temperate river

T T T
1905 1925 1945
Year

are open to sunlight and support high levels of photosynthesis by stream algae, the main source of food energy for consumers in headwater, arid-land

fig. 3.31). River flows are often unpredictable and “flashy’
in arid and semiarid regions, where extended droughts may be
followed by torrential rains. Flow in tropical rivers also var
ies considerably. Many tropical rivers, which flow very little
during the dry season, become torrents during the wet season
Some of the most constant flows are found in forested temper-
ate regions, where precipitation is often fairly evenly distrib-
uted throughout the year (see fig. 2.29). Forested landscapes
can damp out variation in flow by absorbing excessive rain dur-
ing wet periods and acting as a reservoir for river flow during
drier periods.
It appears that the health and ecological integrity of riv-
ers and streams depend upon keeping the natural flow regime
for a region intact. Historical patterns of flooding have par-
ticularly important influences on river ecosystem processes,
especially on the exchange of nutrients and energy between the
river channel and the floodplain and associated wetlands. This
idea, which was first proposed as the flood pulse concept, is
supported by a growing body of evidence from research con-
ducted on rivers on virtually every continent.

Maximum flow in the Darling,
N a river in semiarid
Semiarid river southeastern Australia, is
1,000 approximately 50 times
1 minimum flow.
800
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Figure 3.31 Annual flow of rivers in moist temperate and semiarid climates (data from Calow and Petts 1992).
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Chemical Conditions

Salinity

Water flowing across a landscape or through soil dissolves
soluble materials. The amount of salt dissolved in river water
reflects the prevailing climate in its basin (fig. 3.32). As we
saw in chapter 2, annual rainfall is high in tropical regions
Consequently, many tropical soils have been leached of much
of their soluble materials, and it is in the tropics that the salin-
ity of river water is often very low. Desert rivers generally have
the highest salinities.

Oxygen

The oxygen content of water is inversely correlated with temper-
ature. Oxygen supplies are generally richest in cold, thoroughly
mixed headwater streams and lower in the warm, downstream
sections of rivers. However, because the waters in streams and
rivers are continuously mixed, oxygen is generally not limiting
to the distribution of river organisms. The major exception to
this generalization is in sections of streams and rivers receiving
organic wastes from cities and industry. Such wastes have high
biochemical oxygen demand, or BOD, a measure of organic pol-
lution defined as the amount of dissolved oxygen required by
microbes, mainly bacteria and fungi, to decompose the organic
matter in a water sample.

Biology

As in the terrestrial biomes, large numbers of species inhabit
tropical rivers. The number of fish species in tropical rivers is
much higher than in temperate rivers. For example, the Mis-
sissippi River basin, which supports one of the most diverse
temperate fish faunas, is home to about 300 fish species. By
contrast, the tropical Congo River basin contains about 669
species of fish, of which over 558 are found nowhere else. The
most impressive array of freshwater fish is that of the Ama-
zon River basin, which contains over 2,000 species, approxi-
mately 10% of all the known fish species on the planet.

Pecos River

The salinity of the Pecos River is 5,000 mg/L

500 times higher than the salinity
of the Rio Negro.

Columbia River
120 mg/L

Salinity (mg/L)

Rio Negro
10 mg/L

Tropical Temperate Desert

Type of river

Most of the invertebrates of streams and rivers live on orf
in the sediments; that is, most are benthic. However, a great
number and diversity of invertebrate animals live deep within
the sediments of rivers in both the hyporheic and phreatic
zones. These species can be pumped up with well water many
kilometers from the nearest river.

The organisms of river systems change from headwaters
to mouth. These patterns of biological variation along the
courses of rivers have given rise to a variety of theories that
predict downstream change in rivers and their inhabitants
One of these theories is the river continuum concept (Vannote
et al. 1980). According to this concept, in temperate regions,
leaves and other plant parts are often the major source of
energy available to the stream ecosystem. Upon entering the
stream, this coarse particulate organic matter (CPOM) is
attacked by aquatic microbes, especially fungi. Colonization by
fungi makes CPOM more nutritious for stream invertebrates
The stream invertebrates of headwater streams are usually
dominated by two feeding groups: shredders, which feed on
CPOM; and collectors, which feed on fine particulate organic
matter (FPOM). The fishes in headwater streams are usually
those, such as trout, that require high oxygen concentrations
and cool temperatures.

The river continuum concept predicts that the major
sources of energy in medium-sized streams will be FPOM
washed down from the headwater streams and algae and
aquatic plants. Algae and plants generally grow more profusely
in less-shaded, medium-sized streams in which the benthic
invertebrate community is dominated by collectors and graz-
ers. The fishes of medium streams generally tolerate somewhat
higher temperatures and lower oxygen concentrations than
headwater fishes.

In large rivers, the major sources of energy are FPOM
and, in some rivers, phytoplankton. Consequently, the benthic
invertebrates of large rivers are dominated by collectors. Fish
in large, temperate rivers are those, such as carp and catfish,
that are more tolerant of lower oxygen concentrations and
higher water temperatures, and because of the development of
a plankton community, plankton-feeding fish (fig. 3.33).

Observing that river systems do not vary smoothly from
headwaters to mouth, James Thorp, Martin Thoms, and
Michael Delong (2006, 2008) proposed an alternative to the
river continuum concept. They called their alternative model
the river ecosystem synthesis. Thorp and his colleagues pointed
out that flow conditions and geologic structure do not change
continuously along the course of a river but instead have
patchy distributions. For example, a river might follow a low-
gradient meandering path in several sections along its length,
while in other sections swift flow is constrained by steep can-
yon walls (fig. 3.34). The core of the river ecosystem synthesis
perspective is that river sections with similar flow and geologic
characteristics—for example, meandering sections—are more
similar to each other ecologically than they are to sections
with different flow and geologic characteristics—for example,
high-gradient reaches flowing through steep-walled canyons
In other words, the river ecosystem synthesis proposes that

ow conditions and geologic setting may be of greater signifi-
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cance in determining ecological characteristics—for example,
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Figure 3.33  The river continuum.

the kinds of organisms living in a section of river—than is the
position of a river section in a theoretical continuum. Most
importantly, from a scientific perspective, the river ecosystem
synthesis authors include many testable hypotheses in their
theoretical framework.

Human Influences

The influence of humans on rivers has been long and
intense. Rivers have been important to human populations
for commerce, transportation, irrigation, and waste dis-
posal. Because of their potential to flood, they have also
een a constant threat. In the service of human populations

J FPOM from upstream

Dominant benthic invertebrates of
headwater streams shred CPOM or collect
fine particulate organic matter (FPOM).

Collectors

Microbes
Grazers

Predators

Dominant benthic invertebrates of
medium streams graze algae and
vascular aquatic plants and collect
FPOM.

FPOM from
upstream is a
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of energy in
medium streams.
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Shredders
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Dominant benthic invertebrates
in large rivers collect FPOM.

is the greatest source of \

energy in large rivers. N
Collectors

Predators

Large rivers may also support
significant populations of
zooplankton that feed on FPOM.

ivers have been channelized, poisoned, filled with sewage,
ammed, filled with nonnative fish species, and completely
ried. One of the most severe human impacts on river sys-
ems has been the building of reservoirs. Reservoirs elimi-
ate the natural flow regime (including flood pulses), alter
emperatures and transport of sediments, and impede the
ovements of migratory fish. Because of the rapid turnover
f their waters, however, rivers have a great capacity for
ecovery and renewal. The removal of a hydropower dam in
entral Jutland, Denmark created an opportunity to observe
uch a recovery. Kim Birnie-Gauvin and colleagues found
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a) (b)

Figure 3.34  Two contrasting sections of the Yellowstone River in Yellowstone National Park. (a) A meandering section of the Yellowstone River
flows across the broad Hayden Valley. (b) A few miles downriver, in another section, the river roars over Lower Yellowstone Falls before racing through
the confines of the Grand Canyon of the Yellowstone River. () NPS Photo by R. G. Johnsson; (b) Doug Sherman/Geofile

much as 10 times in the year following dam removal, and
continued to increase in some locations in subsequent years
Birnie-Gauvin et al. 2017).

Lakes: Small Seas

In 1892, F. A. Forel defined the scientific study of lakes
as the oceanography of lakes. On the basis of a lifetime of
study, Forel concluded that lakes are much like small seas
fig. 3.35). Differences between lakes and the oceans are due,
principally, to the smaller size of lakes and their relative iso-
lation. Perhaps because they are cast on a more human scale,
lakes have long captured the imagination of everyone from
poets to scientists.

Figure 3.35 The historic Prince of Wales Hotel overlooking Water-
ton Lakes on the Canadian side of the Waterton-Glacier International
Peace Park, which straddles the United States-Canadian border. The
basin occupied by Waterton Lakes, which was formed by glacial action,

s the deepest in the Canadian Rockies.  Alamy Stock Photo

Geography

Lakes are simply topographic depressions in the landscape
that collect water. Most are found in regions worked over by
the geological forces that produce such basins. These forces
include shifting of the earth’s crust (tectonics), volcanism, and
glacial activity.

Most of the world’s freshwater resides in a few large lakes
The Great Lakes of North America together cover an area of
over 245,000 km? and contain 24,620 km?® of water, approxi-
mately 20% of all the freshwater on the surface of the planet
An additional 20% of freshwater is contained in Lake Baikal,
Siberia, the deepest lake on the planet (1,600 m), with a total
volume of 23,000 km®. Much of the remainder is contained
within the rift lakes of East Africa. Lake Tanganyika, the sec-
ond deepest lake (1,470 m), alone has a volume of 23,100 km?,
virtually identical to that of Lake Baikal. Still, the world con-
tains tens of thousands of other smaller, shallow lakes, usually
concentrated in “lake districts” such as northern Minnesota,
much of Scandinavia, and vast regions across north-central
Canada and Siberia. Figure 3.36 shows the locations of some
of the larger lakes.

Structure

Lake structure parallels that of the oceans but on a much
smaller scale (fig. 3.37). The shallowest waters along the
lakeshore, where rooted aquatic plants may grow, is called
the littoral zone. Beyond the littoral zone in the open lake
is the limnetic zone. The epilimnion encompasses the surface
layer of lakes. Below the epilimnion is the thermocline, or
metalimnion. The thermocline is a zone through which tem-
perature changes substantially with depth, generally about 1°C
per meter of depth. Below the thermocline are the cold, dark

F the hvpolimni
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Figure 3.36 Distributions of some major lakes.
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Figure 3.37  Lake structure.

Physical Conditions
Light

Lake color ranges from the deep blue of the clearest lakes to
yellow, brown, or even red. Lake color is influenced by many
factors but especially lake chemistry and biological activity. In
lakes where the surrounding landscape delivers large quantities
of nutrients, primary production is high and phytoplankton
populations reduce light penetration. These highly productive
lakes are usually a deep green. They are also often shallow and
surrounded by cultivated lands or cities. Dissolved organic
compounds, such as humic acids leached from forest soils,
increase absorption of blue and green light, shifting lake color

to_yellow-brown. In deep lakes where the landscape delivers

low quantities of either nutrients or dissolved organic com-
pounds, phytoplankton production is generally low and light
penetrates to great depths. These lakes, such as Lake Baikal in
Siberia, Lake Tahoe in California, and Crater Lake in Oregon,
are nearly as blue as the open ocean.

Temperature

As in the oceans, lakes become thermally stratified as they
heat. Consequently, during the warm season, they are sub-
stantially warmer at the surface than they are below the
thermocline. Temperate lakes are stratified during the sum-
mer, while lowland tropical lakes are stratified year-round
As in temperate seas, thermal stratification breaks down in
temperate lakes as they cool during the fall. The seasonal
dynamics of thermal stratification and mixing in temper-
ate lakes are shown in figure 3.38. In high-elevation tropis
cal lakes, a thermocline may form every day and break down
every night!

Water Movements

Wind-driven mixing of the water column is the most ecologi-
cally important water movement in lakes. As we have just
seen, temperate zone lakes are thermally stratified during the
summer, a condition that limits wind-driven mixing to surface
waters above the thermocline. During winter on these lakes,
ice forms a surface barrier that prevents mixing. During spring
and fall, however, stratification breaks down and winds drive
vertical currents that can mix temperate lakes from top to bot-
tom (see fig. 3.38). These are the times when a lake renews
oxygen in bottom waters and replenishes nutrients in surface
waters. Like tropical seas, tropical lakes at low elevations are
permanently stratified. Of Lake Tanganyika's depth of about
1,400 m, for example, only about the upper 200 m are cir-
culated each year. Tropical lakes at high elevations heat and
stratify every day and cool sufficiently to mix every night
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Figure 3.38 Seasonal changes in temperature in a temperate lake (d

Patterns of mixing have profound consequences to the chemis-
try and biology of lakes.

Chemical Conditions

Salinity

The salinity of lakes is much more variable than that of the
open ocean. The world average salinity for freshwater, 120 mg
per liter (approximately 0.120%.), is a tiny fraction of the
salinity of the oceans. Lake salinity ranges from the extremely
dilute waters of some alpine lakes to the salt brines of desert
lakes. For instance, the Great Salt Lake in Utah sometimes has
a salinity of over 200%o., which is much higher than oceanic
salinity. The salinity of desert lakes may also change over time,
particularly where variations in precipitation, runoff, and evap-
oration combine to produce wide fluctuations in lake volume.

Oxygen

Mixing and biological activities have profound effects on lake
chemistry. Well-mixed lakes of low biological production, which
are called oligotrophic, are nearly always well oxygenated. Lakes
of high biological production, which are called eutrophic, may
be depleted of oxygen. Nutrient enrichment as a consequence
of human activities can accelerate the process of eutrophication,
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including excessive algal blooms, oxygen depletion, and reduced
biodiversity. Oxygen depletion is particularly likely during per-
iods of thermal stratification, when decomposing organic mat-
ter accumulates below the thermocline and consumes oxygen
In eutrophic lakes, oxygen concentrations may be depleted
from surface waters at night as respiration continues in the
absence of photosynthesis. Oxygen is also often depleted in
winter, especially under the ice of productive temperate lakes
In tropical lakes, water below the euphotic zone is often permas
nently depleted of dissolved oxygen.

Biology

Oxygen availability can determine where fish and other organ-
isms occur in a lake in both space and time (see fig 3.38). In
addition to their differences in oxygen availability, oligotrophic
and eutrophic lakes differ in factors such as availability of inor-
ganic nutrients and temperature (fig. 3.39). Because aquatic
organisms differ widely in their environmental requirements,
oligotrophic and eutrophic lakes generally support distinctive
biological communities.

Tropical lakes can be very productive. Also, their fish fau-
nas may include a great number of species. Three East African
lakes, Lake Victoria, Lake Malawi, and Lake Tanganyika, con-
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Oligotrophic lake Eutrophic lake

High availability of nutrients,
especially phosphorus and nitrogen,
supports high densities of
phytoplankton and vascular aquatic

‘Warm temperatures and low
oxygen availability provide
environments favoring tolerant
fish, such as catfish and bowfins.

Low availability of
nutrients, especially
phosphorus and nitrogen,
supports low densities of

Cool temperatures and high
oxygen concentrations provide a
suitable environment for fish, such
as trout and whitefish.

phytoplankton and
vascular aquatic plants.

/

AN

plants.

Steep shoreline and deep
bottom reduce heating
during summer and help
maintain lower water
temperatures.

Invertebrate species requiring
high oxygen concentrations are
dominant in the benthic fauna.

Figure 3.39 Oligotrophic and eutrophic lakes.

freshwater fish species in all of the United States and Canada;
Europe and Russia combined contain only about 400 fresh-
water fish species. The invertebrates and algae of tropical
lakes are much less studied, but it appears that the number of
species may be similar to that of temperate zone lakes.

Human Influences

Human populations have had profound, and usually negative,
influences on the ecology of lakes. In addition to examples of
ecological degradation, however, are cases of amazing resil-
ience and recovery—resilience in the face of fierce ecological
challenge and recovery to substantial ecological integrity.
Because lakes offer ready access to water for domestic and
industrial uses, many human population centers have grown
up around them. In both the United States and Canada, for
example, large populations surround the Great Lakes. The
human population around Lake Erie, one of the most altered
of the Great Lakes, grew from 2.5 million in the 1880s to over
13 million in the 1980s. The primary ecological impact of these
populations has been the dumping of astounding quantities
of nutrients and toxic wastes. By the mid-1960s, the Detroit
River alone was dumping 1.5 billion gallons of wastewater into
Lake Erie each day. The Cuyahoga River, which flows through
Cleveland before reaching the lake, was so fouled with oil in
the 1960s that it would catch fire. In the face of such ecological
challenges, much of Lake Erie, particularly the eastern end,
was transformed from a healthy lake with a rich fish fauna to
one that was, for a time, essentially an algal soup in which only
the most tolerant fish species could live. With greater controls
on waste disposal, the process of degradation began to reverse
itself, and Lake Erie recovered much of its former health and

tality by the 1980s. H ; ] lecade of

Benthic invertebrate biomass
is high and dominated by
species tolerant of warm
temperatures and low oxygen.

Shallow bottom reduces total
water volume and increases
heating in summer.

reprieve, harmful algal blooms have returned to Lake Erie and
appear to be getting worse. While previous algal blooms were
primarily due to sewage treatment, it appears that current algal
blooms are primarily due to phosphorus runoff from farms
Wilson et al. 2018). Fortunately, it appears that the lake has
the capacity to recover quickly once nutrient loading decreases
Nutrients aren’t the only things that people put into lakes, how-
ever. Fish and other species are constantly moved around, either
intentionally or unintentionally. As figure 3.40 shows, 139 species
of fish, invertebrates, plants, and algae had been introduced to
the Great Lakes by 1990.

140 —

N . Algae By 1990, 139 species had
120 - been introduced to the

Great Lakes.
. Plants

100

80

7 - Fish
60
_| | Introductions of fish to
the Great Lakes began
in the early 1800s.

. Invertebrates

40

Number of introduced species

Figure 3.40 Cumulative number of species introduced to the Great
Lakes (data from Mills et al. 1994)
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a)

Figure 3.41 Two invaders of the Great Lakes: (a) sea lampreys, sho
rudder. Invading species, such as these, have created ecological disasters
Commission; (b) R. Griffiths/U.S. Fish & Wildlife Service

The population growth of many introduced species has
been explosive and has had great ecological and economic
impacts. One such introduction was that of the zebra mussel,
Dreissena polymorpha, a bivalve mollusk native to the drain-
ages emptying into the Aral, Caspian, and Black Seas. In 1988,
zebra mussels were collected in Lake Saint Clair, which con-
nects Lake Huron and Lake Erie. In just 3 years, zebra mussels
spread to all the Great Lakes and to most of the major rivers of
eastern North America.

Zebra mussels established very dense populations within
the Great Lakes. Shells from dead mussels have accumulated
to depths of over 30 cm along some shores. Such dense pop-
ulations threaten the native mussels of the Great Lakes with
extinction. Zebra mussels are also fouling water intake struc-
tures of power plants and municipal water supplies, resulting
in billions of dollars in economic impact. However, the conse-
quences of invasive species continue to unfold. Zebra mussels
have been displaced from some habitats by a close relative, the
quagga mussel, Dreissena bugensis (Ricciardi and Whoriskey
2004). Together, the two mussel species have multiple effects
on Great Lakes ecology, including nutrient cycling. Quagga
and zebra mussels make nitrogen and phosphorus more avail-
able, thus also contributing to algal blooms (Mohamed et al
2019). As a consequence of introductions of zebra mussels
and other species, the Great Lakes have become a laboratory
for the study of human-caused biological invasions (fig. 3.41).

Concept 3.2 Review

1. After years of successful reductions in phytoplankton
populations, phytoplankton blooms are on the increase
in parts of Lake Erie following the introduction of zebra
mussels. Why?

. Why is the prospect of global warming considered a seri-
ous threat to coral reefs?

. Why do physiologically tolerant rather than sensitive
species inhabit estuaries and salt marshes?

n he
n fre

b)

re attached to a lake trout; and (b) zebra mussels, encrusting a boat
hwater ecosystems around the globe. (a) M. Gaden, Great Lakes Fishery
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Biological Integrity—Assessing
the Health of Aquatic Systems

LEARNING OUTCOMES
After studying this section you should be able to do the following:

3.12 List the characteristics of fish communities included
in the Index of Biological Integrity.

3.13 Explain the environmental significance of each of
the elements, such as feeding biology of species,
included in the calculation of an Index of Biological
Integrity.

How can we put our knowledge of the natural history of aquatic
life to work? A major question that biologists often face is
whether a particular influence impairs the health of an aquatic
system. Natural history information can play a significant role
in making that judgment. Given the complex array of potential
human impacts on aquatic systems, what might we use as indi-
cators of health? An answer to this question has been proposed
by James Karr and his colleagues, who suggest that we consider
what they call “biological integrity,” which they define as “a
balanced, integrated, adaptive community of organisms having
a species composition, diversity, and functional organization
comparable to that of the natural habitat of the region” (Karr
and Dudley 1981). These researchers proposed that a healthy
aquatic community is one that is similar to the community in
an undisturbed habitat in the same region. The community
should be “balanced” and “integrated.” Deciding what consti-
tutes this state requires judgment based on broad knowledge
of the habitats in question and their inhabitants—that is, knowl-
edge of natural history. If we could assess the health, as defined
by Karr, of a community of aquatic organisms, we would have
gone a long way toward assessing the health of the aquatic eco-
system of which this community is part
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Moving beyond general definitions and broad goals, Karr
developed an Index of Biological Integrity (IBI) and applied
his index to fish communities which is still widely used today
Nestlerode et al. 2020). Fish communities were chosen
because we know a lot about fish and their habitat require-
ments and they are relatively easy to sample. Karr’s index has
three categories for rating a stream or river:

. number of species and species composition, which
includes the number, kinds, and tolerances of fish species;

. trophic composition, which considers the dietary habits
of the fish making up the community;

. fish abundance and condition.

Under these three categories there are 12 attributes of the
fish community. The stream is assigned a score of 5, 3, or 1
for each attribute, where 5 equals best and 1 equals worst
The scores on all the attributes are added to give a total score
that ranges from 12 (poor biological integrity) to 60 (excel-
lent biological integrity). Notice that Karr has built a safe-
guard into his index. Judging several attributes of the fish
community eliminates the bias that might creep in if assess-
ments were made from only one or a very few attributes. In
the following sections, we will examine the three community
characteristics.

Number of Species and Species Composition

Heavy human impact generally reduces the number of native
species in a community while increasing the number of nonna-
tive species. The kinds of species that make up the community
should also be telling, because some fish, such as trout, are
intolerant of poor water quality, while others, such as carp,
are highly tolerant of poor water quality. The designation of
tolerant versus intolerant species must be tailored for local,
or at least regional, circumstance and requires a thorough

Greater numbers of native

knowledge of the natural history of the waters under study, as
does scoring the number and abundance of species.

Trophic Composition

The dietary habits of the fish that make up a community
reflect kinds of food available in a stream as well as the quality
of the environment. The attributes rated in this category are
the percentage of fish such as carp that eat a wide range of
food and are called omnivores by ecologists; the percentage
of fish such as trout and bluegill that feed on insects, called
insectivores; and the percentage of fish such as pike and large-
mouth bass that feed on other fish, called piscivores. Degrada-
tion of aquatic systems generally increases the proportion of
omnivores and decreases the proportion of insectivores and
piscivores in the community.

Fish Abundance and Condition

Fish are often less abundant in degraded situations and their
condition is often adversely affected. Two aspects of condition
are considered for the index. First, what percentage of the indi-
viduals are hybrids between different species? Second, what
percentage of individuals have noticeable disease, tumors, fin
damage, or skeletal deformities—all strong indicators of poor
environmental quality? Figure 3.42 summarizes the process of
calculating Karr’s Index of Biological Integrity.

A Test

Paul Leonard and Donald Orth (1986) tested Karr’s Index
of Biological Integrity in seven tributary streams of the
New River, which flows through the Appalachian Plateau
region of West Virginia. Leonard and Orth had to adapt the
index to reflect conditions in their region. In their study
streams, the number of darter species, small benthic fish in

species generally indicate
higher environmental quality.

High proportions of
insectivores and carnivores
indicate higher
environmental quality, while
a high proportion of

omnivores indicates lower
Higher proportions of
diseased fish and fish

environmental quality.
showing tumors and

The researcher samples a fish
community and assigns scores (S)
(5 = best, 3 = moderate, 1 = worst)

on the basis of several attributes:

Number and kinds of species (S;) |
>~ Feeding biology of species (S¢)

Fish abundance (S,) ———

Fish health (S)

él/ Researchers may assign
| —

several scores in each of the
following categories.

The presence of species
sensitive to environmental
degradation indicates high
environmental quality.

’//JJ Greater fish abundance

indicates higher
environmental quality.

anatomical abnormalities ‘

indicate lower
environmental quality.

Higher IBI scores \

The researcher adds the scores
of the community on all attributes
to produce an Index of Biological

Integrity (IBI):
IBI =S, +S;+ S, + S,

indicate higher
environmental quality.

Ficure 3.42
5

Calculating an Index of Biological Integrity
& & -
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the family Percidae, indicates high environmental quality,
while increasing numbers of creek chubs indicate increas-
ing pollution. In addition, high proportions of insectivores
indicate excellent environmental conditions, while high pro-
portions of generalist feeders, or omnivores, indicate poor
conditions. High densities of fish were taken as a sign of
high environmental quality, while the presence of diseased
or deformed individuals indicated environmental problems.
Leonard and Orth assigned scores of 1 (worst condis
tions), 3 (fair conditions), or 5 (best conditions) for each of
the variables they studied at each of their sampling sites in
the study streams. They then summed the scores for the seven
variables at each site to determine an Index of Biological
Integrity. The minimum possible value was 7, poorest con-
ditions, and the maximum possible value was 35, best con-
ditions. They next made independent estimates of levels of
pollution at each study site. Their estimates were based upon
the daily discharge of municipal sewage and the local densities
of septic tanks, roads, and mines. The study streams showed a
wide range of environmental pollution due to sewage, mining,
and urban development. Leonard and Orth found that the
Index of Biological Integrity correlated well with independent
estimates of pollution at each study site (fig. 3.43).
Many other investigators have tested the ability of the
Index of Biological Integrity to represent the extent of environ-
mental degradation in rivers and lakes. The index is effective in
a wide range of regions and aquatic environments. The import-
ant point here is that natural history is being put to work to

Summarny

Humans everywhere hold a land-centered perspective of the
planet. Consequently, there is still much to learn about aquatic
ecosystems. Differences between air and water as a primary
medium for life mean that selective pressures have created often
wildly divergent traits in terrestrial versus aquatic systems.
Water cycling and movement on a global scale is driven by
solar energy. Of the water in the biosphere, the oceans con-
tain 97% and the polar ice caps and glaciers an additional 2%,
leaving less than 1% as freshwater. The turnover of water in
the various reservoirs of the hydrologic cycle ranges from only
9 days for the atmosphere to 3,100 years for the oceans.
The biology of aquatic environments corresponds broadly

to variations in physical factors such as light, temperature,
nd water movements and to chemical factors such as salinity

nd oxygen. The oceans form the largest continuous envi-

onment on earth. An ocean is generally divided vertically

into several depth zones, each with a distinctive assemblage
f marine organisms. Limited light penetration restricts

hotosynthetic organisms to the photic, or epipelagic, zone

nd leads to thermal stratification. Oceanic temperatures

re much more stable than terrestrial temperatures. Tropi-

al seas are more stable physically and chemically; tem-

address important environmental problems. The foundation o
natural history built in this chapter and in chapter 2 is useful
now as we go forward to study ecology at levels of organization
ranging from individual species through the entire biosphere.

Least polluted sites support a
fish community that scores
high in biological integrity.

Lo

Most polluted sites support a
fish community that scores
low in biological integrity.
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Figure 3.43 Pollution and the Index of Biological Integrity
data from Leonard and Orth 1986).

productivity occurs along coastlines. The open ocean supports
large numbers of species and is important to global carbon and
oxygen budgets.
Kelp forests are found mainly at temperate latitudes
Coral reefs are limited to the tropics and subtropics to lati
tudes between 30° N and S. Coral reefs are generally one of
three types: fringing reefs, barrier reefs, and atolls. Kelp beds
share several structural features with terrestrial forests. Both
seaweeds and reef-building corals grow only in surface waters,
where there is sufficient light to support photosynthesis
Kelp forests are generally limited to areas where temperature
ranges from about 10° to 20°C, while reef-building corals are
limited to areas with temperatures of about 18° to 29°C. The
diversity and productivity of coral reefs rival that of tropical
rain forests.
The intertidal zone lines the coastlines of the world. It
can be divided into several vertical zones: the supratidal, high
intertidal, middle intertidal, and low intertidal. The magnitude
and timing of the tides is determined by the interaction of
the gravitational effects of the sun and moon with the con-
figuration of coastlines and basins. Tidal fluctuation produces
steep gradients of physical and chemical conditions within
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the intertidal zone, and biological interactions determine the
distribution of most organisms within this zone.

Salt marshes, mangrove forests, freshwater wetlands, and
estuaries occur at the transitions between freshwater and
marine environments and between marine and terrestrial envi
ronments. Salt marshes, which are dominated by herbaceous
vegetation, are found mainly at temperate and high latitudes
Mangrove forests grow in the tropics and subtropics. Estuaries
are extremely dynamic physically, chemically, and biologically.
The diversity of species is not as high in estuaries, salt marshes,
mangrove forests, and freshwater wetlands as in some other
aquatic environments, but productivity is exceptional.
Rivers and streams drain most of the land area of the earth
and reflect the land use in their basins. Rivers and streams are
very dynamic systems and can be divided into several distinc-
tive environments: longitudinally, laterally, and vertically. Peris
odic flooding has important influences on the structure and
functioning of river and stream ecosystems. The temperature
of rivers follows variation in air temperature but does not reach
the extremes occurring in terrestrial habitats. The flow and
chemical characteristics of rivers change with climatic regime

abyssal zone 50

atoll 54
barrier reef 54

freshwater 45
freshwater wetland 59
fringing reef 54
bathypelagic zone 50 gyre 48

benthic 50 hadal zone 50

biochemical oxygen demand hydrologic cycle 47
(BOD) 67

cyanobacteria 45

hypolimnion 69

hyporheic zone 65
epilimnion 69 insectivore 74

epipelagic zone 50 intertidal zone 50
lentic 45
light compensation

point 46

estuary 59
eutrophic 71
eutrophication 71

flood pulse concept 66 limiting resource 45

e ) g E gl [
1. Review the distribution of water among the major reservoirs of
the hydrologic cycle. What are the major sources of freshwater?
Explain why according to some projections availability of fresh-
water may limit human populations and activity.

. The oceans cover about 360 million km? and have an average
depth of about 4,000 m. What proportion of this aquatic system
receives sufficient light to support photosynthesis? Make the lib-
eral assumption that the photic zone extends to a depth of 200 m

. What environmental challenges did organisms have to overcome
to move from aquatic to terrestrial systems? What advantage:

Current speed, distance from headwaters, the nature of bot:
tom sediments, and the geologic setting are principal determi-
nants of the distributions of stream organisms.

Lakes are much like small seas. Most are found in regions
worked over by tectonics, volcanism, and glacial activity, the
geological forces that produce lake basins. A few lakes con-
tain most of the freshwater in the biosphere. Lake structure
parallels that of the oceans but on a much smaller scale. The
salinity of lakes, which ranges from very dilute waters to over
200%, is much more variable than that of the oceans. Lake
stratification and mixing vary with latitude. Lake flora and
fauna largely reflect geographic location and nutrient content.
Potential threats to all these aquatic systems include over-
exploitation of populations and waste dumping. Reservoir con-
struction and flow regulation have had major negative impacts
on river ecosystems and biodiversity. Freshwater environments
are particularly vulnerable to the introduction of exotic spe-
cies. The nature of fish assemblages is being used to assess the
‘biological integrity” of freshwater communities. The applica-
tion of this Index of Biological Integrity depends on detailed
knowledge of the natural history of regional fish faunas.

imnetic zone 69 piscivore 74
ittoral zone 50
otic 45

nangrove forest 59

riparian zone 65
river continuum concept 67

river ecosystem

nesopelagic zone 50 synthesis 67

netalimnion 69 salinity 51

nicroplastics 54 salt marsh 59

1eritic zone 50 saltwater 45

ceanic zone 50 stream order 65

ligotrophic 71 thermocline 47

mnivore 74 thermohaline circulation 51

elagic 50 upwelling 48

hreatic zone 65 zonation of species 59

hytoplankton 52 zooplankton 52

were gained and lost through this change from water to air as a
primary medium?

. Darwin (1842b) was the first to propose that fringing reefs, barrier
reefs, and atolls are different stages in a developmental sequence
that begins with a fringing reef and ends with an atoll. Outline how
this process might work. How would you test your ideas?

. How does feeding by urchins, which prey on young corals
improve establishment by young corals? Use a diagram outlin-
ing interactions among urchins, corals, and algae to help in the

development of your explanation
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6. How might a history of exposure to wide environmental fluctua;
tion affect the physiological tolerances of intertidal species com-
pared to close relatives in subtidal and oceanic environments?
How might salinity tolerance vary among organisms living at dif-
ferent levels within the intertidal?

. How might oxygen concentration of interstitial water be related
to the grain size of the sand or mud sediment? How might the
oxygen concentrations of tide pools in sheltered bays compare to
those on the shores of exposed headlands?

. According to the river continuum model, the organisms inhab-
iting headwater streams in temperate forest regions depend
mainly upon organic material coming into the stream from the
surrounding forests. According to the model, photosynthesis

esign elements: (Yellowstone thermal pool):©flickrRF/Getty Image:

. How could you test the generalization that lake primary produc-

. Biological interactions may also affect lake systems. How

within the stream is important only in the downstream reaches
of these stream systems. Explain. How would you go about test-
ing the predictions of the river continuum model?

tion and the composition of the biota living in lakes are strongly
influenced by the availability of nutrients such as nitrogen and
phosphorus? Assume that you have unlimited resources and that
you have access to several experimental lakes.

does the recent history of the Great Lakes suggest that the
kinds of species that inhabit a lake influence the nature of
the lake environment and the composition of the biological
community?




Flowering plants have played an important role in the discovery of the
mechanisms of inheritance. There are several reasons for their impor-
tance, including the fact that plants require little more than a garden to
maintain them for study and they exhibit a wide range of easily observed,
genetically controlled physical variation, such as the range

in colors shown by these poppies.
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LEARNING OUTCOMES

After studying this section you should be able to do the following:

4.1 Summarize Darwin’s theory of natural selection.

4.2 Explain why Mendel discovered the basic laws of
genetic inheritance, while Darwin, who worked very
hard to do so, did not.

sketching the natural history of the biosphere. We
learned that the diversity of life on our planet arises in
part due to variability in the abiotic (nonliving) environment
over space and time, and that the effect of the environment
can also cascade through systems due to biotic (living) inter-
actions, such as who eats whom. In order to fully understand

Chapters 2 and 3 provide a foundation for ecology by
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Figure 4.1 The Galapagos Islands are like a natural library of
evolution, where Charles Darwin encountered many examples of plant
and animal species that differed physically from one island to another.
Shown here is the chain of small islands called Las Tintoreras, located
south of the much larger Isabela Island. 4FR/Getty Images

these relationships, how they arise and how they can change,
we must delve into the realm of the origin of traits and how
organisms’ traits change over time, that is, evolution. Indeed,
the theory of evolution is the centerpiece of the modern life
sciences, including ecology, providing a key element in the
theoretical framework of the science of ecology.

Darwin’s theory of evolution by natural selection, which
provided a mechanism for evolutionary change in populations,
was crystallized by his observations in the Galapagos Islands
In mid-October of 1835 under a bright equatorial sun, a small
boat moved slowly from the shore of a volcanic island to a wait-
ing ship. The boat carried a young naturalist who had just com-
pleted a month of exploring the group of islands known as the
Galapagos, which lie on the equator approximately 1,000 km
west of the South American mainland (fig. 4.1). As the seamen
rowed into the oncoming waves, the naturalist, Charles Darwin,
mused over what he had found on the island. His observations
had confirmed expectations built on information gathered ear-
lier on the other islands he had visited in the archipelago. Darwin
recorded his thoughts in his journal, which he later published

Darwin 1842a): “The distribution of the tenants of this archi-
pelago would not be nearly so wonderful, if, for instance, one
island had a mocking-thrush, and a second island some other
quite distinct genus—if one island had its genus of lizard and
a second island another distinct genus, or none whatever. [. . .]
But it is the circumstance, that several of the islands possess
their own species of the tortoise, mocking-thrush, finches, and

umerous_plants, these species having the same general habits

occupying analogous situations, and obviously filling the same
place in the natural economy of this archipelago, that strikes me
ith wonder” [emphasis added].

Darwin wondered at the sources of the differences among
clearly related populations and attempted to explain the origin
of these differences. He would later conclude that these popu-
lations were descended from common ancestors whose descens
dants had changed after reaching each of the islands. The ship to
which the seamen rowed was the H.M.S. Beagle, halfway through
a voyage around the world. The main objective of the Beagle’s
mission, charting the coasts of southern South America, would
be largely forgotten, while the thoughts of the young Charles
Darwin would eventually develop into one of the most signifi-
cant theories in the history of science. Darwin’s wondering, care-
fully organized and supported by a lifetime of observation, would
become the theory of evolution by natural selection, a theory that
would transform the prevailing scientific view of life on earth and
rebuild the foundations of biology.

Darwin left the Galapagos Islands convinced that the vari-
ous populations on the islands were gradually modified from
their ancestral forms. In other words, Darwin concluded that
the island populations had undergone a process of evolution,
that is, a gradual change over time. He knew that such change
was possible because of those that had occurred in domesti-
cated plants and animals as the result of selective breeding
Although Darwin was convinced the island populations had
evolved, he had no mechanism to explain evolutionary changes
in wild species. However, a plausible mechanism to produce evo-
lutionary change in populations came to Darwin almost exactly
3 years after his taking leave of the Galapagos Islands. In Octo-
ber of 1838 while reading the essay on populations by Thomas
Malthus, Darwin was convinced that during competition for
limited resources, such as food or space, among individuals
within populations, some individuals would have a competi
tive advantage. He proposed that the characteristics producs
ing that advantage would be “preserved” and the unfavorable
characteristics of other individuals would be “destroyed.” As a
consequence of this process of selection by the environment,
populations would change over time. With this mechanism
for change in hand, Darwin sketched out the first draft of his
theory of natural selection in 1842. However, it would take him
many years and many drafts before he honed the theory to its
final form and amassed sufficient supporting information. Dar-
win’s theory of natural selection can be summarized as follows:

1. Organisms beget like organisms. (Offspring appear,
behave, function, and so forth like their parents.)

2. There are chance variations between individuals in a spe-
cies. Some variations (differences among parents) are
heritable (are passed on to offspring).

. More offspring are produced each generation than can be
supported by the environment.

. Some individuals, because of their physical or behavioral
traits, have a higher chance of surviving and reproducing
than other individuals in the same population.

Darwin (1859) proposed that differential survival and
reproduction of individuals would produce changes in specie
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populations over time. That is, the environment acting on
ariation among individuals in populations would result in
adaptation, an evolutionary process that changes anatomy,
physiology, or behavior, resulting in an improved ability of the
members of a population to live in a particular environment
He now had a mechanism to explain the differences among
populations that he had observed on the Galapagos Islands
Still, Darwin was keenly aware of a major insufficiency in his
heory. The theory of natural selection depended on the pas-
sage of “advantageous” characteristics from one generation
o the next. The problem was that the mechanisms of inheri-
ance were unknown in Darwin’s time. In addition, the pre-
ailing idea at the time, blending inheritance, suggested that
rare traits, no matter how favorable, would be blended out of a
population, preventing change as a consequence.
Darwin worked for nearly half a century to uncover the laws

of inheritance. However, he did not. To do so required a facil-
ty with mathematics that Darwin had not developed. In a short
autobiography, Darwin (Darwin and Darwin 1896, V.1, p. 40
remarked, “I attempted mathematics, and even went during the
summer of 1828 with a private tutor . . . but I got on very slowly.
he work was repugnant to me, chiefly from my not being able
0 see any meaning in the early steps in algebra. This impatience
as very foolish, and in after years I have deeply regretted that I
did not proceed far enough at least to understand something of
he great leading principles of mathematics, for men thus endowed
eem to have an extra sense” [emphasis added].
As Darwin explored the Galapagos Islands, halfway
around the world in central Europe a schoolboy named Johann
Mendel was developing the facility with mathematics neces-
sary to complete Darwin’s theory of natural selection. At 13,
ohann was half Darwin’s age, yet he had already set a course
for a life of study that he followed as resolutely as did the crew
of the Beagle on their voyage around the world. At the end of
his scientific voyage, Mendel, who would be renamed Gregor
Mendel when he became an Augustinian monk, would uncover
he basic mechanisms of inheritance.
How did Mendel succeed, while so many others had
failed? The sources of his success can be traced to his edu-
ation and his own special genius. Mendel’s education at
he University of Vienna exposed him to some of the best
minds working in the physical sciences and to an approach
o science that emphasized experimentation. His introduc-
ion to the physical sciences included a solid foundation in
mathematics, including probability and statistics. As a conse-
quence, Mendel could quantify the results of his experimen-
al research.
Mendel chose to work with plants that could be main-
ained in the abbey garden. His most famous and influential
ork was done on the garden pea, Pisum sativum, which has
many varieties with distinct flower and seed colors, placement
of flowers on the stalk, and other characteristics (fig. 4.2). Men-
del identified seven traits that were passed from one generation
o the next independently from each other and as morphologi-
ally distinct categories, for example, pure white versus deeply
olored flowers. Although he did not understand it at the time,
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Figure 4.2  Garden pea flowers. Because its flowers are closed, the
garden pea normally self-pollinates. Consequently, Mendel could keep

track of and control mating in his study plants. Shape’n’colour/Alamy

chosen by Mendel are controlled by different genes on different
chromosomes. Through a great deal of hard work and perse-
verance breeding peas and later mice, bees, and other plants,
Mendel discovered that certain traits are “dominant” whereas
others are “recessive.” Although humans had known for centu-
ries that traits could be passed and mixed through breeding, it
was Mendel who developed rules to predict how this occurred,
by understanding that traits are passed from parent to offspring
in units, called genes, and that these genes can have different
forms, called alleles. It is the variety of alleles that creates varia-
tion in a population (fig 4.3).
Darwin and Mendel complemented each other perfectly,
and their twin visions of the natural world revolutionized
biology. The synthesis of the theory of natural selection and
genetics provided a unifying conceptual foundation for mod-
ern biology and gave rise to evolutionary ecology, a very broad
field of study.
Evolutionary ecology is the study of how interactions
among organisms and between organisms and their environment
evolve. As an example, figure 4.3 shows how differences in genes
can have important ecological consequences. Krushnamegh
Kunte, with colleague Marcus Kronforst and others, discovered
that Papilio polytes, an Asian swallowtail butterfly, has a locus—a
position on a specific chromosome—for a gene that codes for
differences in wing pattern (Kunte et al. 2014). Those individ-
uals with the dominant allele “M” at that locus have “mimetic’
wings—that is, they appear similar to another, poisonous species,
an evolutionary phenomenon discussed further in chapter 7
For this reason, birds avoid them. Butterflies without this allele
“mm”) are much more likely to be eaten by birds and other
predators that have learned to avoid the mimetic wing. In this
way, natural selection acting upon the genetic diversity in the
butterfly population can lead to the numerical dominance of a
trait, such as a mimetic wing, in a population over time. In this
chapter, we examine five major evolutionary concepts necessary
or fully understanding ecology as a scientific discipline
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A population is made
up of individuals,
individuals are made
up of cells, . . .

Mimetic wing
pattern, from

Nonmimetic wing

pattern, from mm
genotype

Figure 4.3  Ecologically important differences between individuals in

Asian swallowtail butterfly species, Marcus Kronforst and colleagues disco
a single gene. When one chromosome carries the different allele, individual
of butterfly. Mimetic butterflies are much less likely to be eaten by birds an|
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Variation Within Populations

LEARNING OUTCOMES
After studying this section you should be able to do the following:

4.3
4.4

Describe phenotypic plasticity.

Explain the design of the common garden experiment
used to test for genetic differences among popula-
tions of Potentilla glandulosa.

Contrast the methods used to study genetic varia-
tion in populations of P. glandulosa populations
versus Coregonus in the Alps.

Phenotypic variation among individuals in a population results
from the combined effects of genes and environment. The
phenotype of an organism consists of its observable characteris-
tics, which result from interactions between the genetic makeup
of the individual and its environment. Because phenotypic vari-
ation among individuals is the substrate on which the environ-
ment acts during the process of natural selection, determining
the extent and sources of variation within populations is one
of the most fundamental considerations in evolutionary stud-
ies. Darwin’s theory of natural selection sparked a revolution in
thinking among biologists, who responded almost immediately
by studying variation among organisms in all sorts of environ-
ments. The first of these biologists to conduct truly thorough
studies of variation and to incorporate experimentation in their
studies focused on plants.

Variation in a Widely Distributed Plant

Jens Clausen, David Keck, and William Hiesey, who worked at
Stanford University in California, conducted some of the mos

are pairs of chromosomes, one
from the egg and one from the
sperm. Each chromosome
contains a set of genes that
code for proteins that produce
traits such as wing pattern.

2

d othe

.. and within each cell’s nucleus

Alleles are different forms of a
gene, resulting in the variety we
see within a species. In this case,
an M allele from one parent and
an m from the other resulted in a
mimetic wing pattern . . .

—

... while receiving the same allele (m)
from both parents resulted in a nonmimetic
wing pattern. The resulting morphological
variation can have large ecological
consequences, such as who gets eaten!

hlation can arise as the result of different genotypes. For Papilio polytes, an
that variation in wing pattern among females was due to different alleles of
ear mimetic; that is, they exhibit a similarity to another, poisonous, species
r predators than nonmimetic ones (based on Kunte et al. 2014).

idely cited studies of plant variation. Their studies provided
deep insights into the extent and sources of morphological
ariation in plant populations, including the influence of both
environment and genetics. Though this research group and its
successors studied nearly 200 species, it is best known for its
ork on Potentilla glandulosa, or sticky cinquefoil (Clausen,
Keck, and Hiesey 1940).
Clausen and his research team performed what is known

as a common garden experiment in which individuals from two
or more populations are transplanted and grown in the same,
or “common,” environment. The team worked with clones of
several populations of P. glandulosa, which they grew in three
main experimental gardens—one at Stanford near the coast
at an elevation of 30 m, another in a montane environment
at Mather at an elevation of 1,400 m in the Sierra Nevada,
and a third garden in an alpine environment at Timberline
at 3,050 m (fig. 4.4). By cloning lowland, mid-elevation, and
alpine plants and growing them in experimental gardens,
lausen, Keck, and Hiesey established experimental condis
ions that could reveal potential genetic differences among
populations. In addition, because they studied the responses
of plants from all populations to environmental conditions in
lowland, mid-elevation, and alpine gardens, their experiment
ould demonstrate adaptation by P. glandulosa populations to
local environmental conditions.
The growth response of P glandulosa to environmental
onditions at the three common garden sites is summarized in
figure 4.4. Plant height differed significantly among the study
sites, which shows an environmental effect on plant morphology.
However, the lowland, mid-elevation, and alpine plants responded
differently to the three environments; while the mid-elevation and
alpine plants attained their greatest height in the mid-elevation
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Transplant design:

Cross section of California

P. glandulosa transplanted from
lowland and alpine to mid-elevation
garden; grown beside mid-elevation plants.

Mid-elevation—1,400 m
(Mather) T

Lowland—30 m
Sierra Nevada Range —~

(Stanford)

\ San J oaqulin Valley

(Tin

ne—3,050 m
nberline)

Coastal Range

P. glandulosa transplanted from
lowland and mid-elevation to alpine
garden; grown beside alpine plants.

P. glandulosa transplanted from alpine
and mid-elevation to lowland garden; grown
beside lowland plants.

well in all gardens.

Null hypothesis: No genetic differences (variation) among populations.
If there were no genetic differences among populations, all plants would grow equally

Mid-elevation garden

Alpine garden
80

0 Lowland garden

I
e

Plant height (cm)

[=]
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| Lowland Mid-elev.
plants plants

Lowland Mid-elev.
plants plants

Alpine
plants

Alpine
plants

In this example, size differs
between environments (i.e.,
phenotypic plasticity) but
does not differ between the
clones (i.e., clones are not
genetically different).

| Lowland Mid-elev.
plants plants

Alpine
plants

Results: Reject null hypothesis

Differences in growth indicated genetic differences among populations and local adaptation.
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However, results showed

mid-elevation plants were
largest regardless of growing
environment, therefore, size
depended on both
environment and which
population the plants were
from (i.e., genetic
differences).

N

1 Lowland Mid-eley.
plants plants

Alpine
plants

from Clausen, Keck, and Hiesey 1940).

The number of flowers produced by lowland, mid-elevation, and
alpine plants also varied across the gardens.
Differences in response among and within clones of low-
land, mid-elevation, and alpine P. glandulosa provide comple-
mentary information. Differences among clones, in growth and
flower production, at the three common garden sites indicate
genetic differences among lowland, mid-elevation, and alpine
populations of P. glandulosa. Meanwhile, differences in growth
and flower production within clones grown at the three eleva
tions are the result of environmental differences among the
common garden sites, not genetic differences. When organ-
isms change the expression of traits in response to the environ-

ment, they are said to have phenotypic plasticity.

Figure 4.4 A common garden approach to studying genetic variation and

phenotypic plasticity among populations of Potentilla glandulosa (data

Other observations by Clausen, Keck, and Hiesey indicate
that the genetic variation among the plant populations was
associated with adaptation to local environments. For instance,
most lowland plants died during their first winter in the alpine
garden and those that survived did not produce seed. Alpine
plants showed the opposite trends. They had poor survival in
the lowland garden and went dormant in winter, while the low-
land plants remained active. In summary, the experiments of
Clausen, Keck, and Hiesey demonstrated both genetic differ-
ences among populations and adaptation to their natural envi
ronments. Ecologists call such locally adapted and genetically
distinctive populations within a species ecotypes. Applying this
term then, we can conclude that the lowland, mid-elevation
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and alpine populations studied by Clausen, Keck, and Hiesey
were ecotypes.

Using transplant and common garden approaches ecolo-
gists have learned a great deal about genetic variation among
and within plant populations. These classical approaches com-
bined with modern molecular techniques are rapidly increas-
ing our knowledge of genetic variation in natural populations.

Variation in Alpine Fish Populations

The Alps rise out of the landscape of south-central Europe,
forming a moist and cool high-elevation environment. The
Alps’ deep winter snows and glaciers make them the origin
of four important rivers: the Danube, Rhine, Po, and Rhone
Rivers. Because the headwater streams of these rivers are
cool, they became refuges for cold-water aquatic organisms
following the last ice age. As temperatures of the surrounding
lowlands began to warm at the end of the Pleistocene, approxi-
mately 12,000 years ago, aquatic species requiring cold water
migrated to the headwaters of these rivers. The movement of
cold-adapted aquatic species into the headwater streams and
lakes of the glacial valleys that lace the Alps created clusters
of geographically isolated populations (fig. 4.5). This isolation
reduced movements of individuals between populations. With
reduced gene flow, populations could diverge genetically. Such
genetic divergence would increase the genetic variation among
populations.

Morphological differences among populations of head-
water fish species in the Alps have long suggested genetic dif-
ferences among them. Nowhere has morphological variation
among populations been better studied and documented than
among the whitefishes. Whitefish are relatives of the trout and
salmon and are classified in the genus Coregonus (fig. 4.6)
Marlis Douglas and Patrick Brunner (2002) explored the
genetic and phenotypic variation among populations of Core-
gonus in the Central Alps. Douglas and Brunner pointed out
that ichthyologists have described 19 indigenous Coregoniss
populations from the Central Alps. However, there has been
significant disagreement over the taxonomic status of these
19 populations. The classification of these populations ranges
from that of a single variable species with 19 distinctive popu-
lations to dividing the 19 populations into more than a dozen
separate species.

The taxonomic status of Coregonus populations in the Cen-
tral Alps is made more difficult by a 100-year history of inten-
sive fisheries management. Douglas and Brunner reviewed
this history, which included raising Coregonus in hatcheries
and moving fish between lakes. One of the main purposes of
the study by Douglas and Brunner was to describe the genetic
variation among the present-day populations of Coregonus to
determine if there is evidence for significant genetic differences
among historically recognized populations. A second purpose
was to examine the genetic similarity between introduced Core-
gonus populations and the populations from which they were
drawn. Using this information, Douglas and Brunner intended
to offer suggestions for the management and conservation of
Coregonus in the Central Alps

Figure 4.5 Lake Lucerne, Switzerland, lies nestled in the heart of
the Alps, where it provides an extensive cold-water habitat for aquatic
organisms, including whitefish, Coregonus, populations.  Glowimages/
Getty Images

Figure 4.6  Whitefish, Coregonus sp., are adapted to cold, highly
oxygenated waters like their relatives the trout and salmon. Because they
are valued food fishes, whitefish have been intensively managed particu-
larly in the Central Alps. Tom McHugh/Science Source

Douglas and Brunner collected 907 Coregonus specimens
from 33 populations in 17 lakes in the Central Alpine region
and used a mixture of anatomical and genetic features to char-
acterize the fish. The anatomical features were the number of
rays in the dorsal, anal, pelvic, and pectoral fins, the extent
of pigmentation in these fins, and the number of gill rakers
on the first gill arch. The study populations were character-
ized genetically using microsatellite DNA, tandemly repetitive
nuclear DNA in which a few base pairs, for example, three
base pairs, are repeated up to 100 times.

Genetic analyses by Douglas and Brunner demonstrated a
moderate to high level of genetic variation within all 33 study
populations. They also found that genetic and morphological
analyses distinguished the 19 historically recognized Coregonu
populations of the Central Alps. Genotypic differences among
populations were sufficient to correctly assign individual fish
o_the indigenous population from which they were sample
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ith approximately a 71% probability. Fin ray counts correctly
ssigned fish to the 19 indigenous populations with a 69% prob-
bility, while pigmentation could identify them with a 43%
robability. Combining genetic and phenotypic data increased
he correct assignment of specimens to the populations from
hich they were drawn to 79%. Genetic analyses of the intro-
uced Coregonus populations revealed their genetic similarity to
he populations from which they were stocked. However, these
nalyses also showed that the introduced populations have dif-
erentiated genetically from their source populations.

The conclusion that Douglas and Brunner drew from these
esults was that the Coregonus of the Central Alps is made up
f a highly diverse set of populations that show a high level
f genetic differentiation. They suggest that these populations
hould be considered as “evolutionarily significant units.” They
urther conclude that the distinctiveness of local Coregonus
opulations is sufficient so that they should be managed as sep-
rate units. Douglas and Brunner recommend that Coregonus
hould not be moved from one lake basin to another.

Studies of plants and animals have repeatedly demon-
trated genetic variation in populations. Such genetic variation

is required for evolutionary change. However, in order to bet-
er understand how populations can evolve, we need to first
nderstand some aspects of the genetics of populations, or
opulation genetics. The theoretical foundations of population
genetics were established early in the twentieth century by two
investigators named Hardy and Weinberg.

Concept 4.1 Review

1. Can we be confident that differences in growth within
P glandulosa clones grown at different elevations were
not the result of genetic differences? Why?

. What would you expect to see in figure 4.4 if alpine, mid-
elevation, and lowland populations of P. glandulosa were
not different genetically?

. What is a fundamental evolutionary implication of the
large amounts of genetic variation commonly docu-
mented in natural populations?

Hardy-Weinberg Principle

LEARNING OUTCOMES
After studying this section you should be able to do the following:

4.6  Outline the Hardy-Weinberg principle and genetic drift.

4.7 Distinguish between allele and genotype frequencies.

4.8 Discuss the conditions required to achieve Hardy-
Weinberg equilibrium in a population.

The Hardy-Weinberg equilibrium model helps identify evo-
lutionary forces that can change gene frequencies in popula-
tions. We defined evolution as a change in a population
over time. Since evolution ultimately involves changes in the
frequency of heritable traits in a population, we can define
evolution more precisely as a change in gene frequencies in

population. Therefore, a thorough understanding of evolution
must include some knowledge of population genetics. Mendel
discovered one could mathematically predict the frequencies
of genotypes and phenotypes in perfectly controlled matings
These results could be extrapolated to predict changes in geno-
type frequency over time, that is, evolution of the population
Mendel 1866). Though Mendel is not generally credited with
studying the genetics of populations, his analysis anticipated
the field of population genetics, the foundations of which
would be laid 42 years later.

Calculating Gene Frequencies

Consider a population of Asian lady beetles of the species Har-
monia axyridis. Harmonia populations generally include a great
deal of variation in color pattern on the wing covers, or elytra,
and over 200 color variants are known. Many color forms are
so distinctive that early taxonomists described them as different
species or even different genera. Geneticists in the first half of
the twentieth century, especially Chia-Chen Tan and Ju-Chi Li
1934, 1946) and Theodosius Dobzhansky (1937), determined
that the variation in color patterns shown by Harmonia is due
to the effects of more than a dozen alternative alleles for color
pattern. The phenotypic expressions of two of those alleles are
shown in figure 4.7. The homozygous “19-signata” genotype of
Harmonia, which we can represent as SS, has orange elytra with
several black spots, while the homozygous “aulica” genotype,
represented here as A4, has elytra with prominent black borders
and a large oval area of orange. Tan and Li, who did extensive
breeding experiments using Harmonia that they collected in
southwestern China, found that crosses between 19-signata and

“19-signata”
SiS

Heterozygote
SA

Figure 4.7 Inheritance of color patterns in the Asian lady beetle,
Harmonia axyridis. The genetic basis of color variation in H. axyridis
is well studied, making it a useful species for studies of population

genetics and natural selection (after Dobzhansky 1937 and Tan 1946). |
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aulica genotypes produce heterozygous offspring, indicated here
as SA, with a color pattern that includes elements of both the
19-signata and the aulica parental forms. One of the convenient
features of knowing so much about color pattern inheritance in
Harmonia is that color pattern can be used to determine the
genotypes of many individuals. Thus, if we observed a small
population of Harmonia in a forest in Asia that contained these
three phenotypes, we would know that there are also three geno-
types for wing pattern in that population: SS, SA, and AA, that
is, the three possible pairwise combinations of the two alleles
S and A. We can easily count the frequencies of these three
genotypes in a population of 20 individuals, as shown in fig-
ure 4.8. But how many alleles are there in the population of 20
individuals? To start, because this is a species with one set of

hromosomes from each of two parents, we know there will be 4
otal of 40 alleles, that is:

20 individuals/population X 2 alleles/individual
= 40 alleles/population

ith the two alleles being either SS, SA, or AA. It is then straight-
forward to determine how many S alleles and how many A alleles
here are in a population. For example, a group of only two indi-
iduals that are both SS will have a total of four S alleles (SS +
SS). If we add a single individual that is SA, there will be five S
alleles and one A allele (SS + SS + SA). In figure 4.8, you will
see how we can extrapolate this approach to counting alleles for
our population of 20 individuals. The number of alleles can then
be converted to an allele frequency, that is, the proportion of the

E 1 9-signata
SS

Heterozygote

SA

“aulica”
AA

15 SS observed =

1 SA observed | =

4 AA observed =

30 S alleles 18

1

30 + 1 = 31 S alleles
31/40 = 0.775 (77.5%)

allele
A alle

s +
les

\

1+ 8 =9 Aalleles
9/40 = 0.225 (22.5%)

8 A alleles

Given these allele frequencies, we would expect th
equilibrium:

e following genotype frequencies under Hardy-Weinberg

S X S=SS (S X A) +

(A %

S) =SA AXA=AA

0.775 X 0.775 =
0.601 (60 % SS)
0.601 X 20 =

2(0.775
0.349
0.34

9 X 2

X 0.2
34.99

25) =
SA)

0.225 X 0.225 =
0.051 (5.1% AA)
0.051 X 20 =

12 SS predicted

7 SA predicted

1 AA predicted

[

[

There are many fewer SA than we would expect under Hardy-Weinberg equilibrium (1 observed vs. 7
predicted), suggesting that either selective pressure against heterozygotes or nonrandom mating is occurring.

I I N . | |
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alleles present in a population by dividing by the total number o
alleles. For example, 31 S alleles out of 40 total alleles is:

31 =40 =0.775
To convert a proportion to a percentage, multiply by 100:
0.775 x 100 = 77.5%

Thus, 0.775 of the total alleles are S, while the remainder,
0.225, are A alleles. These are the allele frequencies. The sum
of all allele frequencies must equal 1 (0.775 + 0.225 = 1)
This is powerful information because with it, we can determine
if this population is likely experiencing forces that would cause
it to evolve by using simple math.
The mathematical tool that would become one of the
foundations of population genetics today was discovered
shortly after Gregor Mendel’s work by an English mathemati-
cian, G. H. Hardy (1908) and German physician W. Weinberg
1908). The Hardy-Weinberg principle states that if no evo-
lution is taking place, genotype frequencies can be predicted
from allele frequencies by mathematical formulations based
on simple probabilities. For a gene with two alleles S and A, if
mating is random, the frequency of SS should be the frequency
of S times itself. That is:

Proportion of matings that will pair an S sperm
with an S egg is 0.775 X 0.775 = 0.601 (60.1% SS)

And similarly for the AA genotype:

Proportion of matings that will pair an A sperm
with an A egg is 0.225 X 0.225 = 0.051 (5.1% AA)

For the heterozygote SA, there are two possibilities, which
must be added together:

Proportion of matings that will pair an S sperm
with an A eggis 0.775 X 0.225 = 0.174

Proportion of matings that will pair an A sperm
with an S egg is 0.225 X 0.775 = 0.174

0.174 + 0.174 = 0.349 (34.9% SA)

This ratio of the three genotypes (0.601 SS, 0.051 AA,
and 0.349 SA) is our expected outcome if the popula-
tion is at Hardy-Weinberg equilibrium. We can summarize
Hardy-Weinberg equilibrium expected genotype frequencies
with the following equation, where p and ¢ represent the pro-
portions of two alleles at a locus and p + ¢ = 1.0:

P+ =0+ X@+a)=p*+2pq+q" =10

A population at Hardy-Weinberg equilibrium will maintain
constant allele frequencies generation after generation; that
is, it won’t evolve for that trait. The conditions necessary for
Hardy-Weinberg equilibrium are as follows:

1. Random mating. Nonrandom or preferential mating, in
which the probability of pairing alleles is either greater or
lower than would be expected based on their frequency in
the population, can change the frequency of genotypes

. No mutations. Mutations that add new alleles to the popu/
lation or change an allele from one form to another have
the potential to change allele frequencies in a population
and therefore disrupt Hardy-Weinberg equilibrium.

. Large population size. Small population size increases the
probability that allele frequencies will change from one
generation to the next due to chance alone. Change in
allele frequencies due to chance or random events is called
genetic drift. Genetic drift reduces genetic variation in popu-
lations over time by increasing the frequency of some alleles
and reducing the frequency or eliminating other alleles.

. No immigration. Immigration can introduce new alleles into a
population or, because allele frequencies are different among
immigrants, alter the frequency of existing alleles. In either
case, immigration will disrupt Hardy-Weinberg equilibrium.

. All genotypes have equal fitness, where fitness is the genetic
contribution of individuals to future generations. If different
genotypes survive and reproduce at different rates, then
gene and genotype frequencies will change in populations

How likely is it that all the conditions required for Hardy-
Weinberg equilibrium will be present in a natural population?
In places and at times the conditions appear to be present
However, it is very likely that one or more will not be met and
allele frequencies will change over time.

Returning to our example in figure 4.8, we can see that our
observed genotype frequencies do not match those expected
under Hardy-Weinberg equilibrium. Therefore, we can conclude
that the gene for this trait is likely to be changing over time in this
population of beetles. Which of the assumptions above is being
violated can be the basis of further research. Thus, we can see that
the value of the Hardy-Weinberg equation is that it is as a type
of null model or hypothesis (see Investigating the Evidence 10 in
Appendix A); that is, differences between this expectation and
what we actually observe give us important information. In this
case, deviation from the null of equilibrium provides evidence that
evolution is taking place. By carefully identifying the highly restric-
tive conditions under which evolution is not expected, the analysis
by Hardy and Weinberg leads us to conclude that the potential
for evolutionary change in natural populations is often very great.
In the remaining sections of chapter 4, we will discuss
examples in which one or more of the conditions for Hardy-
Weinberg equilibrium have not been met and where evolution-
ary change has occurred in populations as a consequence. We
begin this discussion with a general overview of the process of
natural selection.

Concept 4.2 Review

1. Why is genetic drift more probable in small populations
than in large populations?

2. How does highly selective mating by females (e.g.,
see fig. 8.10) affect the potential for Hardy-Weinberg
equilibrium?

. How might immigration oppose the effects of genetic
drift on genetic diversity in a small population?
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The Process of Natural Selection

LEARNING OUTCOMES
After studying this section you should be able to do the following:

4.9 Discuss the concept of fitness.

4.10 Outline the processes of stabilizing, directional, and
disruptive selection.

4.11 Explain how ongoing stabilizing selection can work
against change in a population.

Natural selection is differential survival and reproduction among
phenotypes. In each of the examples we have seen so far,
raits are controlled by a single gene, with only two possible
alleles of that gene. In such cases, there are distinct categories
of phenotype, as in the case of Mendel’s peas. However, traits
hat vary along gradients, such as size or metabolic rate, may
have several different alleles per gene and typically require
nteractions between several genes. Characteristics that are
ontrolled by multiple genes are called polygenic traits, and
predictions about them cannot usually be made using the
simple population genetics models we have employed for wing
patterns in butterflies and ladybird beetles. The mathematical
reatment of continuously varying traits and how they respond
o natural selection is known as quantitative genetics. Breeders
of animals and plants have a long history of using quantitative
genetics principles to develop traits of interest to humans, such
as milk production in cows and sugar content in fruit. The evo-
lution of traits we observe in nature is often similarly produced
by selective pressures in the environment.
Darwin was one of the first to point out that the pheno-
ypic characteristics of some individuals, for instance, larger or
smaller size or higher or lower metabolic rate, would result in
higher rates of reproduction and survival compared to other
ndividuals with other phenotypic characteristics. In other
ords, some individuals in a population, because of their phe-
notypic characteristics, produce more offspring, which then
ill also eventually reproduce.
While the basic concept of natural selection is easy
enough to grasp, natural selection does not take the same
form everywhere and at all times. Rather, natural selection
an act against different segments of the population under dif-
ferent circumstances and can produce quite different results
Natural selection can lead to change in populations but it
an also serve as a conservative force, impeding change in a
population. Natural selection can increase diversity within
population or decrease diversity. Let’s begin our discussion
of natural selection with a process that conserves population
haracteristics.

Stabilizing Selection

One of the conclusions that we might draw from the discussion
of the Hardy-Weinberg equilibrium model is that most popu-
lations have a high potential for evolutionary change. However,
our obse ions of the n orld sugge h pecie n

remain little changed generation after generation. If the poten
tial for evolutionary change is high in populations, why doe
it not always lead to obvious evolutionary change? There ar
many reasons for apparent absence of change in populations
For example, one form of natural selection, called stabilizin:
selection, can act to impede changes in populations.
Stabilizing selection acts against extreme phenotypes and
as a consequence favors the average phenotype. One common
characteristic of polygenic traits is that their variation often
follows the familiar bell-shaped or “normal” curve. Figure 4.9a
pictures stabilizing selection, using a normal distribution (see
Investigating the Evidence 19 in Appendix A) of body size
Under the influence of stabilizing selection, individuals of
average size have higher survival and reproductive rates, while
the largest and smallest individuals in the population have
lower rates of survival and reproduction. In other words, under
conditions of stabilizing selection, average individuals have
higher Darwinian or evolutionary fitness compared to indi
viduals with extreme phenotypes. Fitness can be defined as
the number of offspring, or genes, contributed by an individual
to future generations. As a consequence of stabilizing selec-
tion, a population tends to sustain the same phenotype over
time. Stabilizing selection occurs where average individuals in
a population are best adapted to a given set of environmental
conditions. If a population is well adapted to a given set of
environmental circumstances, stabilizing selection may main-
tain the match between prevailing environmental conditions
and the average phenotype within a population. However, sta-
bilizing selection for a particular trait can be challenged by
environmental change. In the face of environmental change,
the dominant form of selection may be directional.

Directional Selection

If we examine the fossil record or trace the history of well
studied populations over time, we can find many examples of
how populations have changed over time. For instance, there
have been remarkable changes in body size or body propor-
tions in many evolutionary lineages. Such changes may be the
result of directional selection.

Directional selection favors an extreme phenotype over
other phenotypes in the population. Figure 4.95 presents an
example of directional selection, again, using a normal distri-
bution of body size. In this hypothetical situation, larger indi-
viduals in the population realize higher rates of survival and
reproduction, while average and small individuals have lower
rates of survival and reproduction. As a consequence of these
differences in survival and reproduction, the average pheno-
type changes over time. In the example shown in figure 4.95,
average body size increases with time. Directional selection
occurs where one extreme phenotype has an advantage over
all other phenotypes.

Disruptive Selection

Unlike in the case of directional selection, there are situations
in which there are more than one extreme phenotype that hav
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an advantage over the average phenotype. Such a circumstance
can lead to disruptive selection. This type of selection will lead
to a trait distribution that is not normal. In a normal distri
bution such as those depicted in figures 4.9a and 4.95b, there
is a single peak, which coincides with the population mean
That is, the average phenotype in the population is the most
common and all other phenotypes are less common. However,
in some populations there may be two or more common phe-
notypes. In many animal species, for example, males may be
of two or more discrete sizes. For example, it appears that in
some animal populations small and large males have higher
reproductive success than males of intermediate body size. In
such populations, natural selection seems to have produced a
diversity of male sizes.
Disruptive selection favors two or more extreme phe-
notypes over the average phenotype in a population. In fig-
ure 4.9¢, individuals of average body size have lower rates of
survival and reproduction than individuals of either larger
or smaller body. As a consequence, both smaller and larger
individuals increase in frequency in the population over time
The result is a distribution of body sizes among males in the
population with two peaks. That is, the population has many
large males and many small males but few of intermediate
body size.

Figures 4.96 and 4.9¢ indicate change in the frequencies
of phenotypes in the two hypothetical populations after a per-
iod of natural selection. This change depends on the extent

hic] ; ine the ol hic] l

Body

(b) Directional

Figure 4.9 Three principal forms of natural selection: (a) stabilizing selection, (b) directional selection, and (c) disruptive selection.

size  Large Small Body size Large

election (c¢) Disruptive selection

selection acts. This dependence is the focus of the discussion
of Concept 4.4.

Concept 4.3 Review

1. How do we know that there are traits that aren’t con-
trolled by a single gene, as flower color had been in Men-
del’s peas?

2. Why is rapid, human-induced environmental change a
threat to natural populations?

Evolution by Natural Selection

LEARNING OUTCOMES
After studying this section you should be able to do the following:

4.12
4.13

Define heritability.

Discuss examples of stabilizing, directional, and dis-
ruptive selection that have been documented in natu-
ral populations.

4.14 Explain why a trait that is not heritable cannot evolve.

A large and rapidly growing body of research on natural popula-
tions provides robust support for the theory of evolution by nat-
ural selection. The most general postulate of the theory of
natural selection is that the environment determines the evo-
ution of the anatomy, physiology, and behavior of organisms
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his is what Darwin surmised as he studied variation among
populations and species in different environments. Darwin
was keenly aware, however, that the only way natural selec-
tion can produce evolutionary change in a population is if the
phenotypic traits upon which natural selection acts can be
passed from generation to generation. In other words, evolu-
tion by natural selection depends on the heritability of traits

Heritability: Essential for Evolution

We can define heritability of a trait—usually symbolized as
h’—in a broad sense as the proportion of total phenotypic
variation in a trait, such as body size or pigmentation, that is
attributable to genetic variance. In equation form, heritability
can be expressed as:

W= Vel Ve

Here, V;; represents genetic variance and Vp represents pheno-
typic variance. (We review how to calculate variance in Investi-
gating the Evidence 4 in Appendix A.) Many different factors
contribute to the amount of phenotypic variance in a popula-
tion. We will subdivide phenotypic variance into only two
components: variance in phenotype due to genetic effects, Vg,
and variance in phenotype due to environmental effects on the
phenotype, V. Subdividing Vpin the heritability equation given
above produces the following:

W= Vel (Vg + Vi)

Since this highly simplified expression for heritability has
important implications, let’s examine it. First, consider environ-
mental variance, V. Environment has substantial effects on
many aspects of the phenotype of organisms. For instance, the
quality of food eaten by an animal can contribute significantly
to its growth rate and eventual size. Similarly, the amount of
light, nutrients, temperature, and so forth affect the growth form
and size of plants; we saw an example of this in how growing
environment affected size of Potentilla glandulosa in figure 4.4
If we recall, the extent that the environment can influence varia-
tion in phenotype is called phenotypic plasticity. So, when we
consider a population of plants or animals, some of the pheno-
type that we might measure will be the result of environmental
effects, that is, Vz. However, we are just as familiar with the
influence of genes on phenotype. For example, some of the vari-
ation in stature that we see in a population of animals or plants
will generally result from genetic variation among individuals in
the population, that is, V. In the P. glandulosa example above,
we observed that size was not only affected by the environment;
it was also determined genetically.

What our equation says is that the heritability of a particu-
lar trait depends on the relative sizes of genetic versus environ-
mental variance. Heritability increases with increased V; and
decreases with increased V. Imagine a situation in which
all phenotypic variation is the result of genetic differences
between individuals and none results from environmental
effects. In such a situation, V is zero and 4> = Vg /(V + Vi
is equal to W= Vs !Vg (since Vi = 0), which equals 1.0. In this

ase, since all phenotypic variation is due to genetic effects, th

trait is perfectly heritable. We can also imagine the opposite
circumstance in which none of the phenotypic variation that
we observe is due to genetic effects. In this case, V; is zero and
so the expression 4> = Ve /(V + Vi) also equals zero. Because
all of the phenotypic variation we observe in this population is
due to environmental effects, natural selection cannot produce
evolutionary change in the population. Generally, heritability
of traits falls somewhere in between these extremes in the very
broad region where both environment and genes contribute to
the phenotypic variance shown by a population. For instance, a
study of morphological variation in the water lily leaf beetle, a
team of Dutch scientists (Pappers et al. 2002) found that body
length and mandible width had heritabilities of between 0.53
and 0.83. Now that we have established the requirement of
heritable variation in a trait for its evolution, let’s review stud-
ies that have explored evolution by natural selection in nature.

Stabilizing Selection for Egg Size
Among Ural Owls

Egg size, which affects offspring development and survival,
influences successful reproduction by organisms ranging from
sea urchins, lizards, and fishes to ostriches. Egg size can be
highly variable within populations. For example, in a popula-
tion of birds, the largest eggs produced can be over twice the
size of the smallest. Pekka Kontiainen, Jon Brommer, Patrik
Karell, and Hannu Pietidinen, of the Bird Ecology Unit at
the University of Helsinki, Finland, studied heritability, phe-
notypic plasticity, and evolution of egg size in the Ural owl,
Strix uralensis (Kontiainen et al. 2008). One of their key ques-
tions was how much of the variation in egg size in their study
population is the result of genetic differences among females
heritability) and how much is the result of environmental
influences (phenotypic plasticity).

The study team conducted their research on Ural owls in
a 1,500 km? area in southern Finland from 1981 to 2005. The
main prey species for the owls were field voles, Microtus agrestis,
and bank voles, Clethrionomys glareolus, which undergo regular
population cycles in the study area, fluctuating in population
density up to 50-fold over time. Because population fluctuations
are not synchronized across large regions, some owl species in
Finland lead nomadic lives, moving to areas where vole popula-
tions are on the increase and leaving areas where they are crash-
ing (see chapter 10, Section 10.1). In contrast, Ural owls, which
are monogamous, do not move in response to changing prey
populations but stay in the pair’s territory. Kontiainen and his
colleagues describe them as “site tenacious.”

During the course of their study, the research team made
repeated size measurements of eggs laid by 344 female Ural
owls in 878 clutches containing a total of nearly 3,000 eggs
The great variation in the owl’s prey population combined with
its site tenacity provided the research group with the opportun-
ity to study the effects of the environment versus genetics on
reproduction, including egg size. Based on measurements of
eggs laid by 59 females in three phases of a vole population
cycle (low, increasing, and decreasing) Kontiainen and his col-
leagues estimated that egg size is highly heritable in Ural owls,

2 = (.60. The finding that egg size is highly heritable was
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critical element in their study, since it demonstrated that the
trait is potentially subject to evolution by natural selection.

In other parts of the study, the research team explored the
relationship of egg size to a variety of variables, which led to
the discovery that egg size in the study population is undergo-
ing stabilizing selection (fig. 4.10). Their results indicated two
main selective factors: variation in hatching success and pro-
duction of fledgling owls over a female’s lifetime. The results
showed that very small and very large eggs hatch at a lower rate
compared to intermediate-sized eggs. Kontiainen and his col-
leagues also found that females that produced extremely small
or large eggs produced fewer fledglings over the course of their
lives, mainly because females producing eggs at the extremes of
the size distribution had shorter reproductive lives. The result
of these combined effects is stabilizing selection for egg size in
this population of Ural owls. Elsewhere, ecologists have dem-
onstrated directional selection in populations.

Directional Selection: Adaptation by
Soapberry Bugs to New Host Plants

As will be discussed in chapter 7, herbivores must overcome
a wide variety of physical and chemical defenses evolved by
plants. As a consequence, plants exert strong selection on
herbivore physiology, behavior, and anatomy. While herbivore
adaptation to plant defenses is generally inferred from the jux-
taposition of plant defenses and herbivore characteristics, few
studies have documented the process of herbivore adaptation
A notable exception is provided by studies of the soapberry
bug and its evolution on new host plants.

The soapberry bug, Jadera haematoloma, feeds on seeds pro-
duced by plants of the family Sapindaceae. Soapberry bugs use
their slender beaks to pierce the walls of the fruits of their host

Higher hatching,
greater lifetime
production of
fledglings.

The volume of
individual eggs laid by
Ural owls is narrowly
distributed around an
average of 42.45 cm®.

Lower hatching,
reduced lifetime
production of
fledglings.

Lower hatching,
reduced lifetime
production of
fledglings.

Observations

I
40

Egg volume (cm?)

Figure 4.10 Stabilizing selection for egg volume in the Ural owl,
Strix uralensis. Lower hatching rates by very small and very large eggs
combined with reduced lifetime production of fledglings by female owls
laying very small or very large eggs sustain stabilizing selection for egg vol:
me in this population of Ural owls (data from Kontiainen et al. 2008)

plants. To allow the bug to feed on the seeds within the fruit, the
beak must be long enough to reach from the exterior of the fruit
to the seeds. The distance from the outside of the fruit wall to
the seeds varies widely among potential host species. Thus, beak
length should be under strong selection for appropriate length.
Scott Carroll and Christin Boyd (1992) reviewed the hist-
ory and biogeography of the colonization of new host plants by
soapberry bugs. Historically, soapberry bugs fed on three main
host plants in the family Sapindaceae: the soapberry tree, Sapin-
dus saponaria v. drummondii, in the south-central region of the
United States; the serjania vine, Serjania brachycarpa, in southern
Texas; and the balloon vine, Cardiospermum corindum, in south-
ern Florida. During the second half of the twentieth century,
three additional species of the plant family Sapindaceae were
introduced to the southern United States. The round-podded
golden rain tree, Koelreuteria paniculata from East Asia, and the
flat-podded golden rain tree, K. elegans from Southeast Asia, are
both planted as ornamentals, while the subtropical heartseed
vine, Cardiospermum halicacabum, has invaded Louisiana and
Mississippi. At some point after the introduction of these plants,
some soapberry bugs shifted from their native host plants and
began feeding on these introduced species.
Carroll and Boyd were particularly interested in deter-
mining whether the beak length had changed in the soap-
berry bugs that shifted from native to introduced host plants
Figure 4.11 contrasts the fruit radius of native and introduced
host plants in Florida and the south-central United States. In
Florida the fruit of the native host plant C. corindum has a
much larger radius than the fruit of the introduced K. elegans
11.92 mm vs. 2.82 mm). In the south-central United States
soapberry bugs shifting to introduced host plants faced the
opposite situation. There, the fruit of the native S. saponaria
has a smaller radius (6.05 mm) than the fruits of the intro-
duced K. paniculata (7.09 mm) and C. halicacabum (8.54 mm)
Carroll and Boyd reasoned that if beak length was under
natural selection to match the radius of host plant fruits, bugs
shifting to the introduced plants in Florida should be selected
for reduced beak length, while those shifting to introduced hosts
in the south-central United States should be selected for longer
beaks. Figure 4.12 shows the relationship between soapberry beak
length and the radius of fruits of their host plants. As you can see,
there is a close correlation between fruit radius and beak length.
At this point, we should ask whether the differences in
beak length observed by Carroll and Boyd might be develop-
mental responses to the different host plants. In other words,
are the differences in beak length due to genetic differences
among populations of soapberry bugs or are they the result
of phenotypic plasticity? Fortunately, Carroll reared juvenile
bugs from the various populations on alternative host plants,
so we can answer this question. As it turns out, the differences
in beak length observed in the field among bugs feeding on
the various native and introduced host plants were retained
in bugs that developed on alternative hosts. Here we have
evidence for a genetic basis for interpopulational differences
among soapberry bugs. Consequently, we can conclude that
the differences in beak length documented by Carroll and
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In Florida, the
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Figure 4.11 Comparison of the radius of fruits produced by native
and introduced species of Sapindaceae (data from Carroll and Boyd 1992).

Soapberry bugs living on host
plant species with larger diameter
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Figure 4.12 Relationship between fruit radius and beak length in
populations of soapberry bugs living on native and introduced species of

Sapindaceae (data from Carroll and Boyd 1992)

decreased beak length. The basis for this evolutionary change
as confirmed when Carroll and colleagues (2001) demon-
strated that beak length is highly heritable, with h” averaging
approximately 0.60.
Scott Carroll, Stephen Klassen, and Hugh Dingle (1997,
1998) have done extensive additional studies of soapberry bugs
hat document substantial genetic differences between popu-
lations living on native versus introduced plants in the family
apindaceae. Significantly, from the perspective of natural selec-
ion, the differences between these populations of soapberry
bugs are great enough that both show reduced reproduction
and survival when forced to live on the alternative host plants
hat is, when soapberry bugs that normally live on native host
plants are moved to introduced plants, their survival and repro-
ductive rates decrease. Similarly, when soapberry bugs that now
live on introduced plants are moved to native plants, which their
ancestors fed on only 30 to 100 years ago, their reproductive
and survival rates also decrease. Clearly, soapberry bugs have
ndergone natural selection for traits that favor their survival
and reproduction on their specific plant hosts, whether native or
ntroduced. Such directional selection has similarly been found
among soapberry bugs that live on introduced, invasive Sapina-
eae in South Africa as well (Foster et al. 2019).

Disruptive Selection in a Population
of Darwin’s Finches

As we have seen, the Galapagos Islands and their inhabitants
played a key role in the development of Darwin’s theory of evolu-
ion by natural selection. Darwin was particularly impressed by the
ariation in a group of 14 bird species now most commonly known
as “Darwin’s finches,” or, less commonly, as “Galapagos finches.”
In the second edition of his journal recording his voyage on the
Beagle (Darwin 1842a), Darwin suggests the influence of these
birds on his thinking, “The most curious fact is the perfect grada-
ion in the size of the beaks of the different species of Geospiza [a
genus of Darwin’s finches]—Seeing this gradation and diversity of
structure in one small, intimately related group of birds, one might
really fancy that, from an original paucity of birds in this archipel
ago, one species had been taken and modified for different ends.”
Darwin’s musing anticipated the great contribution made
by studies of his finches to our understanding of the evolution
ary process. For instance, studies of the variation in beak size
hat caught Darwin’s attention have revealed the importance
of this trait to the feeding ecology of Darwin’s finches. Among
species in the genus Geospiza, those with larger beaks are able
o crack and feed on larger seeds (see chapter 13, Section 13.2)
tudies of variation in beak size in populations of the mediu
ground finch, Geospiza fortis, have produced many notable dis
overies. In a pioneering study of G. fortis, Peter Boag and Pete
rant (1978) showed that beak length, depth, and width are
highly heritable, with heritability values of 0.62, 0.82, and 0.95
respectively. With this demonstration of heritability, Boag and
rant established a foundation for future evolutionary studies of
beak size and form among Darwin’s finches.
A more recent study of G. fortis provides one of the clear:
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Figure 4.13 Disruptive selection in a population of medium
ground finches, Geospiza fortis, at El Garrapatero, Santa Cruz Island,
Galapagos (data from Hendry et al. 2009).

natural population. Andrew Hendry, Sarah Huber, Luis de
Leon, Anthony Herrel, and Jeffrey Podos (2009) discovered
that the G. fortis population at El Garrapatero, Santa Cruz
Island, Galapagos, is dominated by two distinctive groups of
individuals: those with small beaks and those with large beaks
fig. 4.13). Meanwhile, G. fortis with intermediate-sized beaks
are relatively uncommon at El Garrapatero. Hendry and his
colleagues uncovered the influences of disruptive selection in
producing this distribution of beak sizes, when their studies
revealed higher mortality, or possibly higher emigration, of
birds with mid-sized beaks in this population. The research-
ers proposed that this higher mortality/emigration might be
the result of a lack of appropriate food for these birds and/or
competition with the more abundant small- and large-beaked
individuals in the population.

Ongoing studies have revealed important biological
details, including the finding that disruptive selection on beak
size at El Garrapatero is reinforced by nonrandom patterns of
mate choice in the population. Nonrandom mating itself can
be a source of evolutionary change in populations (see also
chapter 8) because it violates one of the conditions for Hardy-
Weinberg equilibrium (see p. 86). Darwin’s finches choose
mates at least partly on the basis of beak size and mating song
Since different species of Darwin’s finches have beaks of dif?

different finch species rarely mate with each other. The G.
fortis at El Garrapatero take this isolation one step further by
mating preferentially within the population, with individuals
choosing mates with similar-sized beaks. In other words, indi-
viduals in the population with small beaks mate preferentially
with other small-beaked individuals, while large-beaked finches
disproportionately choose mates that also have large beaks (de
Leon et al. 2010). In addition, males in the population with
different beak sizes sing distinctive songs, which may reinforce
nonrandom mating (Podos 2010). These recent studies have
also shown that disruptive selection reinforced by nonran-
dom mate selection has produced genetic differences between
small- and large-beaked G. fortis at El Garrapatero, which fur
ther underscores the evolutionary divergence between the two
dominant beak morphs at that site.

Concept 4.4 Review

1. Can a trait with no heritability, h? = 0, evolve? Explain
your answer.

2. What must have been true for beak length in soapberry
bug populations before new species of soapberry plants
were introduced to the United States?

. There is genetic evidence that mating between Geospiza
magnirostris and G. fortis (see fig. 13.8) may have helped
establish sufficient genetic variation in the population
of G. fortis at El Garrapatero for the distribution of beak
sizes at that site (see fig. 4.13) to emerge under the influ-
ence of disruptive selection. Explain.

Change Due to Chance
LEARNING OUTCOMES

After studying this section you should be able to do the following:

4.15 Characterize founder effect and population bottleneck
as sources of genetic drift.

4.16 Summarize evidence that small population size is
associated with loss of genetic diversity.

4.17 Explain the relationship between inbreeding and
probability of extinction in populations.

andom processes, such as genetic drift, can change gene fre-
uencies in populations, especially in small populations. While
e may often think of evolutionary change as a consequence
f predictable forces such as natural selection which favors, or
isfavors, particular genotypes over others, allele frequencies
an change as a consequence of random processes such as gen-
tic drift. Genetic drift is theoretically most effective at chang-
ing gene frequencies in small populations such as those that
inhabit islands. There are two typical mechanisms of genetic
rift: founder effects and population bottlenecks (fig. 4.14).
Population bottlenecks can occur when large portions

f a population are killed by a chance event unrelated to geno-

ferent size and shape and sing different songs, individuals of

type, leaving behind reduced genetic diversity and/or different
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Figure 4.14 The two mechanisms of genetic drift.

frequencies of alleles than existed before the event took place
The cheetah (Acinonyx jubatus) has experienced at least two and
possibly three significant bottlenecks over the last 12,000 years,
the most recent due to humans extirpating them from 75% of their
original range (Dobrynin et al. 2015). As a result, cheetahs have
high rates of inbreeding and associated high rates of reproductive
defects, birth defects, and disease. Inbreeding, which is mating
between close relatives, is more likely in small populations.
Founder effects take place when a subset of the original
population becomes a new population; just as with population
bottlenecks, the genetic composition of this smaller group is
unlikely to represent the full diversity and frequencies of the
alleles in the original population. In the following examples,
we consider the effects of genetic drift in both island popula;

Evidence of Genetic Drift in Island Crickets

Marlene Zuk, Robin Tinghitella, and colleagues discovered evi-
dence of genetic drift in populations of crickets on islands in
the Pacific Ocean, with important ecological implications. The
field cricket, Teleogryllus oceanicus, is native to Australia but
founded new populations on distant outlying islands, likely aided
through the movement of Polynesian settlers in the region more
than 3,000 years ago (Tinghitella et al. 2011). The most remote
islands colonized were those in Hawaii. Through genetic analy-
sis, Tinghitella and her colleagues determined that genetic diver-
sity decreases with distance from the Australian mainland, and
that cricket populations in the Hawaiian Islands are especially
different genetically, not just from Australia, but even from the
nearest populations in the Marquesas, 4,000 km away (fig. 4.15)

tions and fragmented habitats.

By random chance and as a function of the small number of
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founders on each island, the founding individuals’ genetics were
not fully representative of their source populations, and over
time, the resulting populations diverged genetically.

This founder effect has had several consequences for the
crickets, particularly their mating system. Female crickets are
typically drawn to a male by his “singing”—the chirping sound
that crickets make by rubbing their wings together. This surpris-
ingly loud calling card is made possible because the wings have a
serrated surface, but on two islands in Hawaii, Kauai and Oahu,
some males have mutations that result in a loss of serration and
therefore cannot sing (fig. 4.16a). This new genotype was first
observed in Kauai (Zuk et al. 2006), and later a different non-
singing genotype was identified in Oahu (Pascoal et al. 2014). In
Australia, the source population, females are very selective about
mate choice and acceptance and strongly prefer singing males

As it turns out, female acceptance of males is itself a genetics
ally based trait. By performing mating experiments with females
from multiple mainland and island populations, Tinghitella and
Zuk discovered that females on the islands of Kauai and Oahu
were less discriminating than those in Australia or its more
closely neighboring islands, as seen in figure 4.16 (Tinghitella
and Zuk 2009).
Although loss of discrimination in females could have
occurred through genetic drift, in this environment it is more
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Figure 4.15 (a) Map of Oceania, with those locations indicated where the genetic diversity of field crickets, Teleogryilus oceanicus, was measured.
These include the mainland Australian cities where field crickets are native and ancestral, as well as a subset of islands where they dispersed later, some
through human movement. (b) Frequencies of alleles that were sampled through microsatellite analysis for some of the locations that were sampled by
Tinghitella and colleagues (2011). Each bar represents a different allele, the height of which reflecting how common it is. Frequencies sum to 1; thus,
there are either many alleles at low frequencies (as in Australia) or few at high [frequencies (as in Hawaii). The bottleneck in genetic diversity observed
with distance from the mainland is likely due to founder effect, a mechanism of genetic drift (data from Tinghitella et al. 2011)
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likely that this is an adaptive trait that arose through natural
selection (Tinghitella and Zuk 2009). In the Hawaiian Islands,
if females were faced with much less diversity in the quality
of males (due to founder effect), more discriminating females
may not have been able to find mates to their standards. Thus,
through directional selection, females likely evolved to become
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Figure 4.16  Research on cricket mating behavior shows the cascading
effect of genetic drift. («) The male with normal wings that are capable of
song versus the mutant that lacks the ridges necessary for singing. The latter
is found on the Hawaiian Islands of Oahu and Kauai. () The choosiness of’
female crickets as measured by rejection of non-singing males in the source
populations in Australia, versus those that have experienced genetic drift on

islands. (from Zuk et al. 2006; data from Tinghitella and Zuk 2009). |

more accepting, and thus more likely to mate with those males
that could not sing when that mutation appeared.

But the ecological evolution story does not stop there. On
three of the islands in Hawaii, including Kauai and Oahu, the
crickets were dealing with a new predator from North America
the fly Ormia ochracea. This fly is attracted to the male crickets
by their songs and then lays eggs on the body of the cricket; the
hatching fly larvae then eat the host, killing it (learn more about
parasitoids in chapter 14). From the time Zuk began observing
them in 1991, crickets seemed to be disappearing from islands
with flies (Zuk and Kolluru 1998). However, when the muta-
tion arose for a non-singing phenotype in the late 1990s, those
crickets had an immediate advantage: their silence allowed
them to avoid parasitism by the fly (Zuk et al. 2006). The non-
singing males, which already had better mating chances on
islands versus the mainland due to less-choosy females, were
also more likely to survive. Through this strong combination
of ecological factors, non-singing males have become the domi-
nant phenotype on the island of Kauai, and it appears that the
same may be happening in Oahu (Pascoal et al. 2014). Even
though the inability to sing had a different genetic origin on
these two islands, similar environmental selection is resulting in
the same outcome: a novel phenotype becoming common. This
story reminds us of the cases of convergent evolution we learned
about in chapter 2: plants that grow in the desert or at high
altitude with similar adaptive traits but with different origins
genetically (see figs. 2.21 and 2.40).
The story of the crickets’ song demonstrates how muta-
tion, genetic drift, and natural selection can interact, result-
ing in dramatic changes for a species. The difference between
the singing and non-singing males is likely the result of just a
few mutations within one or a few genes associated with wing
development and song production; these mutations occurred
by chance and occurred in certain island populations by
chance. But because of the strong selective pressures of the
environment on Kauai and Oahu, this novel genotype became
common on those islands in as few as just 15 to 20 generations
Tinghitella 2008; Pascoal et al. 2014).

Genetic Diversity and Butterfly Extinctions

The landscape of Aland in southwestern Finland is a patchwork
of lakes, wetlands, cultivated fields, pastures, meadows, and
forest (see fig. 21.12). Here and there in this well-watered land-
scape you can find dry meadows that support populations of
plants, Plantago lanceolata and Veronica spicata, that act as hosts
for the Glanville fritillary butterfly, Melitaea cinxia (fig. 4.17)
As discussed in chapter 21, the meadows where Melitaea lives
vary greatly in size, and Melitaea population size increases dir
ectly with the size of meadows (see fig. 21.13). Careful studies
of these populations by Ilkka Hanski, Mikko Kuussaari, and
Marko Nieminen (1994) showed that small populations of Meli:
taea living in small meadows were most likely to go extinct.

Several factors likely influence the greater vulnerability
of small populations to extinction. However, what role might
genetic factors, especially reduced genetic variation, play in
he vulnerability of small populations to extinction? Richar
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Figure 4.17 Longterm studies of the Glanville fritillary butterfly,
Melitaea cinxia, have provided exceptional insights into the relationship
between population size and genetic diversity. Ken Pilsbury/Natural Visions

Frankham and Katherine Ralls (1998) point out that one of
the contributors to higher extinction rates in small populations
may be inbreeding, just as it has affected cheetahs in our ear-
lier example.
Ilik Saccheri and five coauthors (1998) reported one of the
first studies giving direct evidence that inbreeding contributes
to extinctions in wild populations. Saccheri and his colleagues
studied 1,600 dry meadows and found Melitaca in 524, 401,
384, and 320 of the meadows in 1993, 1994, 1995, and 1996,
respectively. Over this period, they documented an average of
200 extinctions and 114 colonizations of meadows annually.
As you can see, these populations are highly dynamic. In order
to determine the extent that genetic factors, especially inbreed-
ing, may contribute to extinctions, Saccheri and his colleagues
conducted genetic studies on populations of Melitaea in 42 of
the meadows. They estimated heterozygosity, an indicator of
genetic variability, with respect to seven enzyme systems and
one locus of nuclear microsatellite DNA. The researchers used
the level of heterozygosity within each meadow population as
an indicator of inbreeding, with low heterozygosity indicating
high levels of inbreeding.
The results of the study indicated that influence of inbreed-
ing on the probability of extinction was very significant. It turned
out that the populations with the highest levels of inbreeding
lowest heterozygosity) had the highest probabilities of extinc-
tion. Saccheri and his colleagues found a connection between
heterozygosity and extinction through effects on larval survival,
adult longevity, and egg hatching. Females with low levels of het-
erozygosity produced smaller larvae, fewer of which survived to
the winter dormancy period. Pupae of mothers with low hetero-
zygosity also spent more time in the pupal stage, exposing them
to greater attack by parasites. In addition, adult females with
low heterozygosity had lower survival and laid eggs with a 24%
to 46% lower rate of hatching. These effects have the potential
to reduce the viability of local populations of Melitaea that are
made up of individuals of low heterozygosity (low genetic varia-
tion) and increase their risk of local extinction.
We have seen how the small population size and isolatio
can influence the genetic structure of populations of many

kinds of organisms, including field crickets living on Pacific
islands and the Glanville fritillary, Melitaea, in the dry meadow
environments of southwestern Finland. In situations like these,
chance plays a significant role in determining the genetic
structure of populations.

Concept 4.5 Review

1. Why do the managers of captive breeding and reintro-
duction programs for endangered species try to maintain
high levels of genetic diversity?

. Why is it significant that Tinghitella and her colleagues
found that female crickets were less choosy in all island pop-
ulations, not just those with selection by the parasitic fly?

A ﬁ' ':‘o i

Evolution and Agriculture

LEARNING OUTCOMES
After studying this section you should be able to do the following:

4.18 Contrast natural and artificial selection.

4.19 Describe what genetic engineering adds to the tra-
ditional process of selective breeding for developing
new crop varieties.

4.20 Discuss research on the evolution of herbicide
resistance in Palmer amaranth, and explain the evo-
lutionary and economic implications of this work.

When Darwin published his theory of evolution by natural
selection, it was met with widespread skepticism. That skep-
ticism continues, in some segments of society, to this day.
Ironically, for thousands of years before Darwin’s nineteenth-
century proposal, humans had been the architects of evolution-
ary change in populations through selective breeding. As noted
earlier, Darwin was keenly aware of this fact. He used the term
artificial selection, as opposed to “natural” selection, when
referring to the selective breeding techniques used to develop or
maintain desirable traits in domesticated plants and animals. It
as through the process of artificial selection that animal and
plant breeders have produced thousands of varieties of domes-
icated plants and animals from wild ancestors. Figure 4.18
llustrates some of the significant changes resulting from arti-
ficial selection during domestication of the soybean, Glycine
ax, from wild ancestors. Darwin viewed artificial selection as
human-guided analog of natural selection. Consequently, he
ntensively studied selective breeding and variation in domesti-
ated plants and animals as he developed his theory of natural
selection. He even wrote a book on the subject: The Variation of
Animals and Plants Under Domestication (Darwin 1868).
The production of new varieties of plants and animals
ontinues and may be more intense than ever. Today, the tradi-

makeup of an organism through the introduction or deletion
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Figure 4.18 Soybeans were first cultivated in China approximately 3,000

divergence of domesticated soybeans from their wild ancestors.

of genes—for example, the introduction of bacterial genes into
rop plants to give them more resistance to insect pests. Such
organisms are called genetically modified organisms, or GMOs.
However, agriculture, the growing of crops and livestock for
human consumption, also induces unintended evolutionary
hange in wild organisms.

Evolution of Herbicide Resistance in Weeds

As farmers create environmental conditions suitable for the
ultivation of particular crops, they simultaneously create
selection pressures on populations of wild plants and animals
hat live in or near their agricultural fields (fig. 4.19). Some
of the most powerful of those selective pressures occur when
farmers attempt to increase crop yields by applying chemical
poisons to control insect pests or weeds.
The poisons used to control weed populations are called
erbicides. The use of herbicides is increasing as farmers shift
from mechanical control of weeds, by tilling the soil, to chemi-
al control. This shift has been facilitated by the use of genetic
engineering to develop herbicide-resistant varieties of crops,
including herbicide-resistant soybeans. The weeds in fields
planted with genetically modified, herbicide-resistant soybeans
an be controlled with herbicides, in a system of cultivation
alled “no-till” agriculture. No-till agriculture includes several
benefits to the farmer, including reduced production costs,
higher crop yields, reduced soil erosion, and better weed con-
rol. However, improved weed control through the use of herbi-
ides has, in some cases, proved temporary.
The control of weeds with herbicides can be rendered
neffective by the evolution of herbicide resistance in weed
populations.
Palmer amaranth (Amaranthus palmeri) is one of the most
economically damaging weeds for soybean and other crops
across the United States. Members of this genus are also com-
monly known as pigweed and are eaten as leaf vegetables not
nly by pigs, but by many human groups as well. Desp1te thls

significant pest as sa1d by a Purdue University Extenswn Weed
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years ago. Since that time, artificial selection has produced substantial

Figure 4.19 A soybean field. Agriculture, through cultivation,
planting large concentrations of a single crop, the application of pesti-
cides, and so forth, creates environmental conditions quite different from
those in surrounding natural ecosystems. Over time wild populations,
including insect pests and weeds, adapt to these conditions through the

process of natural selection. sima/123RF

Specialist, “It’s the only weed I've seen that can drive a farmer
out of business.” (https://www.ag.ndsu.edu/palmeramaranth
Because of this, herbicides are regularly applied to Palmer
amaranth; however, it has evolved resistance to at least three
different types, which kill the plant by inhibiting different physi-
ological pathways. The most popular of these is glyphosate,
also known by the trade name Roundup™, which works by
inhibiting an important plant enzyme. In 2005 the first glypho-
Georgia, and by 2016 was seen in populations in 27 states.
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Since different types of herbicides kill the plant by differ;
ent means, evolved resistance to one does not necessarily mean
resistance to others. Sushilla Chaudhari and her colleagues
conducted a series of experiments to determine if Palmer
amaranth in a single population could have evolved resistance
to three classes of herbicides (atrazine, chlorsulfuron, and
glyphosate), and if a single genotype could have resistance to
more than one herbicide at a time (Chaudhari et al. 2020). To
do this, they collected seeds from several individuals growing
in a single population in Hutchinson, Kansas, where corn and
soybean crops were grown in rotation and all three herbicides
had been used in previous years. Clones were created of these
plants so that the same genotype could be subjected to each of
the herbicides, as tested in a greenhouse experiment. To those
that survived, that is, were resistant to one type of herbicide, a
second, different herbicide was applied.

Chaudhari’s group found that within the population of
Palmer amaranth tested, half of the genotypes had evolved
resistance to either atrazine or chlorsulfuron, and that some
of those that were resistant to one of the herbicides were also
resistant to a second one, including glyphosate (fig. 4.20)
Thus, this work demonstrated that not only has this species

Figure 4.20 (a) The agricultural weed Palmer amaranth (dmaran-
thus palmeri). (b) Survival rate of herbicide-resistant Palmer amaranth
clones subjected to commonly used herbicides (atrazine, chlorsulfuron,
and glyphosate) in a greenhouse experiment. Those that survived the
application of the first herbicide (approximately 50%, left) were then
subjected to a second herbicide (right). Approximately 14% of all of the
tested clones proved to be resistant to two herbicides (data from Chaud-
hari et al. 2020).  Design Pics Inc/Alamy Stock Photo
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evolved in response to herbicide application, but that resistance
to multiple herbicides was occurring. Further, there was diver-
sity within this Palmer amaranth population, such that it could
survive future selection pressure of the application of one, or
even two, of these herbicides. The genetic diversity in this pop-
ulation is likely due to gene flow between populations in the
area, which will facilitate future adaptation. This research has
significant economic implications for weed control of Palmer
amaranth, as well as being a prime example of rapid evolution.

Palmer amaranth is not the only important weed species to
evolve herbicide resistance. As of 2020, there were 514 unique
cases of herbicide resistance documented representing 262 spe-
cies that have been documented (International Survey of

Summarny

Darwin and Mendel complemented each other well, and their
twin visions of the natural world revolutionized biology. The
synthesis of the theory of natural selection and genetics gave
rise to modern evolutionary ecology. Here we examine five
major concepts within the area of population genetics and nat-
ural selection.
Phenotypic variation among individuals in a popula-
tion results from the combined effects of genes and environ:
ment. The first biologists to conduct thorough studies of
phenotypic and genotypic variation and to incorporate experi-
ments in their studies, focused on plants. Clausen, Keck, and
Hiesey explored the extent and sources of morphological
variation in plant populations, including both the influences of
environment and genetics. Molecular genetic studies, such as
those conducted by Douglas and Brunner on whitefish popula-
tions in the Alps, offer a powerful way of assessing the genetic
variation in populations.
The Hardy-Weinberg equilibrium model helps iden-
tify evolutionary forces that can change gene frequencies in
opulations. Because evolution involves changes in gene fre-
uencies in a population, a thorough understanding of evolu-
ion must include the area of genetics known as population
enetics. One of the most fundamental concepts in popula-
ion genetics, the Hardy-Weinberg principle, states that in a
opulation mating at random in the absence of evolutionary
orces, allele frequencies will remain constant. For a popula-
ion in Hardy-Weinberg equilibrium in a situation where there
re only two alleles at a particular locus, p + ¢ = 1.0. The fre-
uency of genotypes in a population in Hardy-Weinberg equi-
ibrium can be calculated as (p + ¢)> = (p + q¢) X (p + q) =
2+ 2pq + q2 = 1.0. The conditions necessary to maintain
onstant allele frequencies in a population are (1) random
ating, (2) no mutations, (3) large population size, (4) no
immigration, and (5) equal survival and reproductive rates for
11 genotypes. When a population is not in Hardy-Weinberg
quilibrium, the Hardy-Weinberg principle helps us to identify
he evolutionary forces that may be in play.
Natural selection is differential survival and reproductio
hen Natural selection can lead to chan

in populations but it can also serve as a conservative force,

erbicide Resistant Weeds, weedscience.org). New species an
populations are evolving resistance over time, and different popu-
lations of the same species can acquire it at different time. For
example, Julia M. Kreiner and colleagues used genetic analysis to
determine that glyphosate resistance has evolved multiple times
in Amaranthus hypochondriacus, a significant agricultural weed
The evolution of insecticide resistance among insect species
that are significant crop pests is also well documented. Clearly,
sustaining agricultural production worldwide requires new
approaches to pest control, especially a firm understanding of
the great potential of pest populations to adapt through natural
selection. In section II, we will explore adaptation of organisms
to physical, chemical, and biological aspects of the environment.

impeding change in a population. Stabilizing selection acts
against extreme phenotypes and as a consequence, favors the
average phenotype. By favoring the average phenotype, stabi-
lizing selection decreases phenotypic diversity in populations
Directional selection favors an extreme phenotype over other
phenotypes in the population. Under directional selection, the
average of the trait under selection can change over time. Dis-
ruptive selection favors two or more extreme phenotypes over
the average phenotype in a population, leading to an increase
in phenotypic diversity in the population.

A large and rapidly growing body of research on natural
opulations provides robust support for the theory of evolution
y natural selection. The most general postulate of the theory
f natural selection is that the environment determines the evo-
ution of the anatomy, physiology, and behavior of organisms
or such evolutionary change to occur, however, the variation

in traits under selection must be heritable. A research team in
inland discovered that the size of eggs produced by a popula-
ion of Ural owls is maintained by stabilizing selection. Their
esults indicated two main selective factors: variation in hatching
uccess and production of fledgling owls over a female’s lifetime
Studies by Carroll and several colleagues show that soapberry
ug populations living on native and introduced host plants have
ndergone natural selection for traits that favor their survival
nd reproduction on particular host plant species. Studies of the
edium ground finch, Geospiza fortis, provide one of the clearest
nd most complete examples of disruptive selection in a natural
opulation. Researchers uncovered the influences of disruptive
election on beak sizes in a population at El Garrapatero, Santa
ruz Island, Galapagos, when their research revealed higher
ortality, or possibly higher emigration, of birds with mid-sized
eaks in the population. Disruptive selection on beak size at
1 Garrapatero is reinforced by nonrandom patterns of mate
hoice in the population. Hundreds of other examples of natural
election have been brought to light during the century and a
alf since Darwin published his theory.

Random processes, such as genetic drift, can change gene fre-
uencies in populations, especially in small populations. Genetic
rift is theoretically most effective at changing gene frequencies

in small populations such as those that inhabit islands. Work by
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inghitella and her colleagues showed that genetic diversity in
crickets decreased with increasing distance from the source pop-
ulation, and that this reduced diversity was likely responsible for
females becoming less discriminating of mates on these islands
This adaptation plus natural selection by a novel predator ended
up leading to the dominance of a genotype that was extremely
rare in the source population. This example thus shows us how
genetic shifts based on chance can lead to large ecological differ-
ences between populations. One of the greatest concerns asso-
ciated with fragmentation of natural ecosystems due to human
land use is that reducing habitat availability will decrease the
size of animal and plant populations to the point where genetic
drift will reduce the genetic diversity within natural populations
Saccheri and his colleagues found that higher heterozygosity

abiotic 78
adaptation 80

directional selection 87
disruptive selection 88
agriculture 97
allele 80

allele frequencies 86

ecotype 82
evolution 79
fitness 87
artificial selection 96 gene 80
biotic 78 genetic drift 86

common garden genetic engineering 96
experiment 81

1. Contrast the approaches of Charles Darwin and Gregor Mendel
to the study of populations. What were Darwin’s main discover-
ies? What were Mendel’s main discoveries? How did the stud-
ies of Darwin and Mendel prepare the way for the later studies
reviewed in chapter 4?

. Why is it important to conduct common garden experiments when
one is interested in the evolution of a particular trait that varies in
nature? If such an experiment shows that a trait is always expressed
the same way, regardless of environment, is the trait plastic?

. What is the Hardy-Weinberg principle? What is Hardy-
Weinberg equilibrium? What conditions are required for
Hardy-Weinberg equilibrium?

. Review the Hardy-Weinberg equilibrium equation. What parts
of the equation represent allele frequencies? What elements
represent genotype frequencies and phenotype frequencies? Are
genotype and phenotype frequencies always the same? Use a
hypothetical population to specify alleles and allelic frequencies
as you develop your presentation.

. What is genetic drift? Under what circumstances do you expect
genetic drift to occur? Under what circumstances is genetic drift

esign elements: (Yellowstone thermal pool):©flickrRF/Getty Image:
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genetic diversity) was associated with lower rates of population
extinction through the effects of heterozygosity on larval survival,
adult longevity, and egg hatching in populations of the Glanville
fritillary butterfly, Melitaea cinxia.

Animal and plant breeders have used selective breeding,
a process Darwin called artificial selection, to produce the
thousands of varieties of domesticated plants and animals from
wild ancestors. Domestication of soybeans provides a good
example of artificial selection in action. Today, the traditional
selective breeding techniques of Darwin’s time are combined
with genetic engineering to alter the genetics of agricultural
crops. The rapid evolution of herbicide resistance in Palmer
amaranth is an example of evolution by natural selection to the
modern agricultural environment.

enetically modified phenotype 81
organisms (GMOs) 97
Jardy-Weinberg
principle 86
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unlikely to be important? Does genetic drift increase or decrease
genetic variation in populations?
. Suppose you are a director of a captive breeding program for a
rare species of animal, such as Siberian tigers, which are found
in many zoos around the world but are increasingly rare in the
wild. Design a breeding program that will reduce the possibility
of genetic drift in captive populations.
. How might the distribution of beak sizes in the population differ
from that shown in figure 4.13, if mate choice in the population
was random with respect to beak size?
. How did the studies of Marlene Zuk, Robin Tinghitella, and
their colleagues demonstrate rapid evolutionary adaptation to
introduced parasitic flies? What role did genetic drift have in
this rapid evolution?
. How do classical approaches to genetic studies, such as common
garden experiments, and modern molecular techniques, such as
DNA sequencing, complement each other? What are the advan-
tages and disadvantages of each?
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Japanese macaques, Macaca fuscata, huddle together, conserving their
body heat in the midst of driving snow. The capacity to regulate body
temperature, using behavioral, anatomical, and physiological adapta-
tions, enables these monkeys to live through the cold winters in Nagano,
Japan, site of the 1998 Winter Olympics.

Temperature
Relations
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LEARNING OUTCOMES
After studying this section you should be able to do the following:
5.1 Distinguish between temperature and heat.

5.2 Explain the ecological significance of environmen-
tal temperatures.

appear in the scientific tool kit, and we have been mea-

The thermometer was one of the first instruments to
suring and reporting temperatures ever since. However.

hat do thermometers actually quantify? Temperature is a
easure of the average kinetic energy, or energy of motion, of
he molecules, in a mass of a substance. For example, water
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Figure 5.1  Sun-tracking behavior of the arctic plant Dryas
integrifolia heats the reproductive parts of its flowers, making them
attractive to pollinating insects. ©AIll Canada Photos/Alamy

temperature is determined by the average kinetic energy of the
water molecules in a mass of water. The kinetic energy in a
mass of a substance is generally referred to as heat energy or
simply as heat. Temperature is one of the most ecologically
significant environmental factors. Consequently, many organ-
isms have evolved varied mechanisms for regulating the tem-
perature of their bodies or the temperature of parts of their
anatomy. For example, at least one plant of the arctic tundra
regulates the temperature of its reproductive structures. Peter
Kevan went to Ellesmere Island, which lies at about 82° N
latitude in the Northwest Territories of Canada, to study sun-
tracking behavior by arctic flowers. It was summer, there was
little wind, and the sun stayed above the horizon 24 hours each
day. As the sun’s position in the arctic sky changed, the flowers
of one of the common tundra plants, Dryas integrifolia, like the
sunflowers of lower latitudes, followed.
Kevan discovered that the flowers act like small solar
reflectors; their parabolic shape reflects and concentrates
solar energy on the reproductive structures (Kevan 1975). He
also observed that many species of small insects, attracted by
their warmth, basked in the sun-tracking Dryas flowers, elevat-
ing their body temperatures as a consequence (fig. 5.1). Dryas
depends on these insects to pollinate its flowers. Since that
time, Kevan and others have determined that there are several
different ways that flowers can increase their temperature. In
addition to the shape, color, and movement to follow the sun,
patterns of opening and closing can protect against extreme
weather, and some flowers have tiny hairs (called pubescence
that increase heat retention (van der Kooi et al. 2019).
Environmental temperatures are also of fundamental impor-
tance to humans. Why? The fundamental importance of tem-
perature to organisms, including humans, is a consequence of

ing those reactions that control life’s essential processes, for

example, photosynthesis and respiration. In addition, as we will
see, all organisms are best adapted to a fairly narrow range of
temperatures. For us and all other species, the impact of extreme
temperatures can range from discomfort, at a minimum, to extinc-
tion. Long-term changes in temperature have set entire floras and
faunas marching across continents, some species thriving, some
holding on in small refuges, and others becoming extinct. Areas
now supporting temperate species were at times tropical and at
other times the frigid homes of reindeer and woolly mammoths.
The dynamic environmental history of the earth has become
more significant as we face the reality of rapidly rising global temper
atures (see chapter 23) and their potential ecological impact. We are
currently observing many changes in species traits (e.g., Fernandez:
Pascual et al. 2019), distributions (e.g., Schivo et al. 2019), growth
Dorado-Linan et al. 2020), and fertility (Walsh et al. 2019), just
to name a few effects, in response to warming temperatures across
the globe. Such changes as these have implications for species rela
tionships and whole ecosystems (e.g., Thierry et al. 2019; Wang et
al. 2019). Some specific ways species have changed include earlier
spring migrations (e.g., Horton et al. 2020), earlier reproduction
e.g., Munson and Sher 2015), extensions of geographic ranges
toward the poles (e.g., McBride 2019), and altitudinal ranges up
mountainsides (e.g., Malakoutikhah et al. 2020). Some of these
responses can be attributed to phenotypic and/or behavioral plastic
ity (see chapter 4). However, many studies indicate rapid adaptation
to the warming climate through natural selection.

We defined ecology as the study of the relationships
between organisms and their environments. In chapter 5, we
examine the relationship between organisms and temperature,
one of the most important environmental factors and one of the
most relevant in the face of today’s rapidly changing climate.

Microclimates
LEARNING OUTCOMES

After studying this section you should be able to do the following:

5.3 Describe the difference between microclimate and
macroclimate.

5.4 List the major factors contributing to microclimatic
differences.

Macroclimate interacts with the local landscape to produce micro-
climatic variation in temperature. Macroclimate is the prevailing
weather conditions in a region over a long period of time, which
we represented with climate diagrams in chapter 2. Microclimate
is climatic variation on a scale of a few kilometers, meters, or
even centimeters, usually measured over short periods of time
'You acknowledge microclimate when you choose to stand in the
shade on a summer’s day or in the sun on a winter’s day. Many
organisms live out their lives in very small areas during periods
of time ranging from days to a few months. For these organisms
macroclimate may be less important than microclimate. Micro-
climate is influenced by landscape features such as altitude,
aspect, vegetation, color of the ground, and presence of boulders
The physical nature of water and soil reduces temperature varia
tion in aquatic environments and in animal burrows.




Chapter 5 Temperature Relations

Altitude

As we saw in chapter 2 (see fig. 2.39), temperatures are generally
lower at high elevations. Along the elevational gradient presented
in figure 2.39, average annual temperature is 11.1°C at 1,660 m
compared to —3.7°C at 3,743 m. Several factors contribute to
lower average temperatures at higher elevations. First, because
atmospheric pressure decreases with elevation, air rising up the
side of a mountain expands. The energy of motion (kinetic energy
required to sustain the greater movement of air molecules in the
expanding air mass is drawn from the surroundings, which cool
as a result. A second reason that temperatures are generally lower Figure 5.2  The north-facing slope at this site supports a dense
at higher elevations is that there is less atmosphere above sites at conifer forest while the vegetation on the south-facing slope is mainly
higher elevations to trap and radiate heat back to the ground. grassland.  ©muha04/Getty Images RF

Aspect that north-facing dune slopes are cooler: 7.8° to 9.2°C cooler
at midday in winter and 1.8° to 2.5°C cooler at midday in sum-
mer. Following rainfall these north-facing slopes remain moist
approximately 2.5 times longer than south-facing slopes as a
result of lower evaporation rates.

Topographic features such as hills and mountains create
microclimates. Mountains and hillsides create these micro-
climates by shading parts of the land, while exposing other
parts of the landscape to more direct sunlight. In the North-
ern Hemisphere, the shaded areas are on the north-facing
sides, or northern aspects, of hills and mountains, which face
away from the equator. In the Southern Hemisphere, the Because they shade the landscape, plants create microclimates
southern aspect faces away from the equator and so receives For instance, trees, shrubs, and plant litter (fallen leaves, twigs,
less direct sunlight. and branches) produce ecologically important microclimates
Because of their contrasting microclimates, the northern  in deserts. The desert landscape, which often consists of a
and southern aspects of mountains may support very different ~ mosaic of vegetation and bare ground, is also a patchwork
types of vegetation (fig. 5.2). The greater density of conifer ~ ©Of sharply contrasting thermal environments (Zhuang et al
trees on the north-facing slope shown in figure 5.2 is paralk ~ 2020). Such a patchwork is apparent near Kemmerer, Wyo;
leled in miniature on north- and south-facing dune slopes in ~ ming, where microclimates separated by only a few meters can
the Negev Desert, where north-facing slopes support a higher ~ differ in temperature by 27°C (fig. 5.3).

density of crust-forming mosses. G. Kidron, E. Barzilay, and
E. Sachs, earth scientists from Hebrew University Jerusalem, Color of the Ground

documented a possible physical basis for the differences in  |Another factor that can significantly affect temperatures is the
moss cover (Kidron, Barzilay, and Sachs 2000). They found  color of the ground. This statement may sound a bit odd if you

Vegetation

Greater leaf area and
numerous twigs of tall
shrubs intercept more
light, creating the
coolest temperatures.

Shading of soil surface by
low shrubs lowers

maximum temperatures. A layer of leaf litter
lowers maximum /
temperatures even more.

Soil surface in full
sun heats to high
temperatures.

V /

48°C in bare soil 29°C in litter 27°C in soil 21°C in litter 23°C in soil
away from shrubs under low shrub under low shrub under tall shrub under tall shrub

Figure 5.3 Desert shrubs create distinctive thermal microclimates in the desert landscape (data from Parmenter, Parmenter, and Cheney 1989).
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a)

Figure 5.4  Ground color influences microclimate. For example, (a) W
microclimate compared to (b) black sand, which absorbs most wavelengths

are from a moist climate, either temperate or tropical, where veg:
etation usually covers the ground. In contrast, much of an arid
or semiarid landscape is bare ground, which can vary widely in
color. Colors have been used to name deserts around the world,
such as the central Asian deserts called Kara Kum, which means
“black sand” in Turkish, and Kyzyl Kum, or “red sand,” and
White Sands, New Mexico (fig. 5.4a).

Bare ground is also the dominant environment offered by
beaches. Neil Hadley and his colleagues (1992) studied the
beaches of New Zealand, which range in color from white to
black and offer a wide range of microclimates to beach organ-
isms. These beaches heat up under the summer sun, but black
beaches heat up faster and to higher temperatures. The black
beaches heat up more because they absorb more visible light
than do the white beaches (fig. 5.4h). When air temperatures
at both beaches hovered around 30°C, Hadley and his col-
leagues found that the temperature of the sand on the white
beach averaged around 45°C. In contrast, they measured sand
temperatures on the black beach as high as 65°C. Though
these white and black beaches are exposed to nearly identical
macroclimates, they have radically different microclimates.

Presence of Boulders and Burrows

Many children soon discover that the undersides of stones har
bor a host of organisms seldom seen in the open. This is partly
because the stones create distinctive microclimates. E. B. Edney’s
classic studies (1953) of the seashore isopod Ligia oceanica
documented the effect of stones on microclimate. Edney found
that over the space of a few centimeters, Ligia could choose air
temperatures ranging from 20°C in the open to 30°C in the air
spaces under stones.

Animal burrows also have their own microclimates, in
which temperatures are usually more moderate than at the soil
surface. For example, while daily temperatures under a shrub
in the Chihuahuan Desert ranged from 17.5° to 32°C, tempera-
tures in a nearby mammal burrow ranged from 26° to 28°C, as
a consequence of the insulation provided by the overlying soil
Figure 5.5 captures the insulating properties of soil at a site i

(b)

hite sand reflects most wavelengths of visible light, creating a much cooler

of vi

ible light. (a) ©Marc Shandro/Getty Images RF; () ©Medioimages/PunchStock RF
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Air temperature fluctuated 14°C
while at 22.5 cm depth, soil
temperature varied only 2°C.

Temperature (°C)

Hour

Figure 5.5  Air temperature and soil temperature at 22.5 cm below
the soil surface on July 3, 2005, at the Sevilleta National Wildlife Refuge
in central New Mexico (data courtesy of the Sevilleta LTER, University
of New Mexico).

Aquatic Temperatures

As we saw in chapter 3, air temperature generally fluctuates
more than water temperature. The thermal stability of the
aquatic environment derives partly from the high capacity
of water to absorb heat energy without changing tempera-
ture (a capacity called specific heat). This capacity is about
3,000 times higher for water than for an equal volume of air
It takes approximately 1 calorie of energy to heat 1 cm? of
water 1°C. For an equal volume of air, this temperature rise
requires only about 0.0003 calorie.

A second cause of the thermal stability of aquatic envi
onments is the large amount of heat absorbed by water a

the Chihuahuan Desert in central New Mexico.

it evaporates (which is called the latent heat of vaporization).
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his amounts to about 584 calories per gram of water at 22°
and 580 calories per gram of water at 35°C. So, 1 g of water
evaporating from the surface of a desert stream, a lake, or a
tide pool at 35°C draws 580 calories of heat from its surround-
ings. From the definition of a calorie, this is enough energy to
cool 580 g of water 1°C.
A third cause of the greater thermal stability of aquatic
environments is the heat energy that water gives up to its envi-
ronment as it freezes (the latent heat of fusion). Water gives
up approximately 80 calories as 1 g of water freezes and the
energy of motion of water molecules decreases as they leave
the liquid state and become incorporated into the crystalline
latticework of ice. So, as 1 g of pond water freezes, it gives
off sufficient energy to heat 80 g of water 1°C, thus retarding
further cooling.
The aquatic environments with greatest thermal stability
are generally large ones, such as the open sea. These are envi-
ronments that store large quantities of heat energy and where
daily fluctuations are often less than 1°C. Even the tempera-
tures of small streams, however, usually fluctuate less than the
temperatures of nearby terrestrial habitats.
Other factors besides the physics of water can affect the
temperature of aquatic environments. Riparian vegetation,
that is, vegetation that grows along rivers and streams, influ-
ences the temperature in streams in the same way that vegeta-
tion modifies the temperature of desert soils—by providing
shade. This can be seen in the modeling of temperatures in
Girnock Burn, a tributary of the River Dee in Aberdeenshire,
Scotland by Grace Garner and colleagues (2017). They found
that mean water temperature decreased with canopy density,
but that temperature was also more variable throughout the
day for intermediate canopy density, relative to either high or
low density (fig. 5.6). This was because over the course of a
day, the movement of the sun meant that there could be both
periods when the water would be in the shade or in the sun
fig. 5.6).

Concept 5.1 Review

1. Why does the temperature of streams vary throughout the
day, and how is this affected by stream side vegetation?
2. Why is evaporative cooling by various animal species so
effective?
. Contrast the microclimates of the aboveground parts of
desert plants to that of their roots.

Evolutionary Trade-Offs

LEARNING OUTCOMES
After studying this section you should be able to do the following:

5.5 Define the principle of allocation.

5.6 Discuss experimental evidence supporting the prin-
ciple of allocation.

5.7 Explain the significance of the principle of alloca-

At medium canopy
densities, temperature
fluctuates depending
on whether the sun is
exposed or hidden.

At high canopy
densities, rivers
stay cool all day.

At low canopy
densities, rivers
stay warm all day.

Mean water temperature (°C)

10% 20% 30% 40% 50% 60% 70% 80%  90%
Canopy density (%)
Figure 5.6  The relationship between degree of tree canopy cover over
a stream and water temperature, modeled from data collected along a tribu-
tary of the River Dee in Aberdeenshire, Scotland by Grace Garner and
colleagues. Column height shows mean water temperature in the stream
for each of nine degrees of canopy cover, with error bars showing 90% ranges
of values throughout the span of a day. Above the graph are the types of
mages taken by the researchers to quantify canopy cover; the curved arrows
show the path of the sun over the course of a particular day. Variance of
temperature is due to degree of sun exposure (Garner et al. 2017).

Adapting to one set of environmental conditions generally
reduces a population’s fitness in other environments. We
might imagine an organism that not only is capable of living
in any environment but also thrives in all environments. In the
language of evolution such an organism would have high fit
ness across all environmental conditions. In everyday language
we might refer to such a life-form as a “super” organism. What-
ever we might call them, however, such life-forms do not, as
far as we know, exist. All known organisms are adapted to a
limited range of environmental conditions, at least partially as
a consequence of energy limitation.

The Principle of Allocation

All organisms have access to limited energy supplies. We intro-
duce the concept of energy limitation here and will examine
it in detail later (see chapter 7) because it comes with signifi-
cant evolutionary consequences. One of those consequences is
that energy allocated to one of life’s functions, such as repro-
duction, defense against disease, or growth, will reduce the
amount of energy available for other functions. Darwin appre-
ciated the evolutionary implications of energy limitation and
included it in his writings. However, Richard Levins was the
first to use a mathematical approach to analyze the evolution-
ry consequences of such trade-offs, which he referred to as the

principle of allocation (Levins 1968, p. 15). In his classic book,
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Evolution in Changing Environments, Levins concluded that as a
population adapts to a particular set of environmental conditions,
its fitness (see chapter 4) in other environments is reduced.

Testing the Principle of Allocation

Demonstrating the evolutionary trade-offs proposed by the
principle of allocation has been challenging. The major diffi-
culty with all such evolutionary questions is the time required
for performing evolutionary experiments with living organ-
isms. Albert Bennett and Richard Lenski solved this time
problem by studying evolution by microbial populations
Bennett and Lenski 2007), which can go through hundreds
of generations in a week. The central question of their work
was whether adaptation to a low temperature (20°C) would be
accompanied by a loss of fitness at a high temperature (40°C)
Their working hypothesis was that they would observe just
such a trade-off in fitness, a prediction that follows directly
from Levins’s principle of allocation.

Bennett and Lenski’s experiments focused on 24 differ-
ent lineages of the bacterium Escherichia coli. These lineages
had been derived from a single ancestral strain of E. coli that
had been grown at 37°C (human body temperature) for 2,000
generations. Bennett and Lenski used this ancestral strain to
establish six replicate populations at four temperature regimes
constant 32°, 37°, and 42°C, and daily alternation between
32° and 42°C. They maintained these 24 populations at these
temperatures for 2,000 generations, sufficient time for each
population to adapt to its particular temperature regime. (Evo-
lutionary research involving so many generations is feasible
only with microbial populations, since they have short genera-
tion times. For example, the generation time for E. coli grow-
ing at 40°C is approximately 20 minutes!) Bennett and Lenski
next used bacterial cells from each of their 24 populations to
establish 24 new populations, which were all grown at 20°C for
2,000 generations, theoretically adapting to this relatively low
temperature in the process.

To address their original question (Will adaptation to a
low temperature [20°C] be accompanied by a loss of fitness
at a high temperature [40°C]?), Bennett and Lenski compared
the fitness of the low-temperature-selected line with the fitness
of the ancestral line at 20°C and at 40°C. Their measure of
fitness was the rate of population doubling of a selected line
of E. coli compared to that of its ancestral line, when with the
two lines were grown together. Two major results stand out
First, the lines grown at 20°C had higher (positive) fitness at
20°C temperature compared to their immediate ancestors. In
other words, Bennett and Lenski showed that their lines grown
at 20°C for 2,000 generations had indeed adapted to that lower
temperature. However, the lines that had adapted to 20°C had,
on average, lower (negative) fitness compared to their immedis
ate ancestor, when grown at 40°C. Therefore, as predicted by
the principle of allocation, selection for higher fitness at 20°C
had been accompanied by an average loss in fitness at higher
temperatures (fig. 5.7).

Bennett and Lenski’s results provide the first direct exper-
imental evidence in support of Levins’s principle of allocation

Increased fitness at 20°C was,
on average, accompanied by
reduced fitness at 40°C.
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Figure 5.7  Escherichia coli grown at 20°C for 2,000 generations showed
increased fitness at that temperature compared to ancestral lines, which
were adapted to higher temperatures. However, they had reduced fitness at
40°C compared to ancestral lines (data from Bennett and Lenski 2007).

This principle, in turn, offers an explanation for the observa-
tion that most organisms perform best under a limited range of
environmental conditions, including thermal conditions.

Concept 5.2 Review

1. If growing lines of Escherichia coli at 20°C for 2,000 gen-
erations increased their fitness at 20°C without reduc-
ing their fitness at 40°C, how would the distribution of
points in figure 5.7 change?

. If your research team obtained the hypothetical results
described in question 1, what could you conclude about
the principle of allocation?

Temperature and Performance
of Organisms

LEARNING OUTCOMES
After studying this section you should be able to do the following:

5.8 List several measures of animal, plant, and microbial
performance.

5.9  Write a summary equation for the process of
photosynthesis.
Explain why the process of acclimation to tempera-
ture is not an evolutionary process.
Discuss how evidence that organisms are adapted
to a restricted range of temperatures supports the
principle of allocation (see section 5.2).
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ost species perform best in a fairly narrow range of tempera;
tures. Ecologists concerned with the ecology of individual
organisms study how environmental factors, such as tempera-
ture, water, and light, affect the physiology and behavior of
organisms: how fast they grow; how many offspring they pro-
duce; how fast they run, fly, or swim; how well they avoid
predators; and so on. We can group these phenomena and
say that ecologists study how environment affects the “per-
formance” of organisms.

Whether in response to variations in temperature,
moisture, light, or nutrient availability, most species do not
perform equally well across the full range of environmental
conditions to which they are exposed; most perform best
under a narrower range of conditions.

Let’s begin our discussion of temperature and animal
performance by reviewing the influence of temperature
on enzyme function. Enzymes usually work best in some
intermediate range of temperatures, neither too hot nor too
cold, where they retain both proper shape, to bind with the
substrate, and sufficient flexibility, to perform their par-
ticular function. In other words, there is usually some opti-
mal range of temperatures for most enzymes. How might
you determine the optimal temperature for an enzyme?
One way that molecular biologists assess the optimal con-
ditions for enzyme performance is to determine the con-
centration of substrate required for an enzyme to work at
a particular rate. If this concentration is low, the enzyme
is performing well at low concentrations of the substrate;
that is, the enzyme has a high affinity for the substrate. The
affinity of an enzyme for its substrate is one measure of its
performance.

John Baldwin and P. W. Hochachka (1970) studied the
influence of temperature on the activity of acetylcholinester-
ase, an enzyme produced at the synapse between neurons
This enzyme promotes the breakdown of the neurotransmit-
ter acetylcholine to acetic acid and choline and so turns off
neurons, a process critical for proper neural function. The
researchers found that rainbow trout, Oncorhynchus mykiss,
produce two forms of acetylcholinesterase. One form has
highest affinity for acetylcholine at 2°C, that is, at win-
ter temperatures. However, the affinity of this enzyme for
acetylcholine declines rapidly above 10°C. The second form
of acetylcholinesterase shows highest affinity for acetylcho-
line at 17°C, at summer temperatures. However, the affinity
of this second form of acetylcholinesterase falls off rapidly at
both higher and lower temperatures. In other words, the opti
mal temperatures for the two forms of acetylcholinesterase
are 2° and 17°C (fig. 5.8).

This influence of temperature on the performance of
acetylcholinesterase makes sense if you consider the temper-
atures of the rainbow trout’s native environment. Rainbow
trout are native to the cool, clear streams and rivers of west-
ern North America. During winter, the temperatures of these
streams hover between 0° and 4°C, while summer tempera-
tures approach 20°C. These environmental temperatures are
similar to the temperatures at which the acetylcholinesterase

f rainbow trout performs optimally.

Studies of reptiles, especially lizards and snakes, are
offering additional valuable insights into the influence of
temperature on animal performance. Widely distributed spe-
cies often offer the opportunity for studies of local variation
in ecological relationships, including the influence of tem-
perature on performance. For example, the eastern fence
lizard, Sceloporus undulatus, is found across approximately
two-thirds of the United States, living in a broad diversity of
climatic zones (fig. 5.9). Taking advantage of this wide range
of environmental conditions, Michael Angilletta (2001) stud-
ied the temperature relations of S. undulatus over a portion
of its range. In one of his studies, Angilletta determined how
temperature influences metabolizable energy intake, or MEI
He measured MEI as the amount of energy consumed (C
minus energy lost in feces (F) and uric acid (U), the nitrogen
waste product produced by lizards. We can summarize MEI
in equation form as:

MEI=C—-F—-U

Angilletta studied a population from New Jersey and one
from South Carolina, regions with substantially different cli-
mates. He collected a sample of lizards from both populations
and maintained lizards from both populations at 30°, 33°,
and 36°C. Angilletta kept his study lizards in separate enclo-
sures and fed them crickets that he had weighed to the nearest
0.1 mg. Since he had determined the energy content of an
average cricket, Angilletta was able to determine the energy
intake by each lizard by counting the number of crickets it
ate and calculating the energy content of that number. He
determined the energy lost as feces (F) and uric acid (U) by
collecting all the feces and uric acid produced by each lizard
and then drying and weighing this material. He estimated the
average energy content of feces and uric acid using a bomb
calorimeter.

Acetylcholinesterase of trout
held at 17°C shows highest
affinity for its substrate at 17°C.

Acetylcholinesterase of trout
held at 2°C shows highest
affinity for its substrate at 2°C.

High

Data from trout
held at 17°C

Enzyme-substrate affinity

Data from trout
held at 2°C

T T T T
10 20

Temperature (°C)

Figure 5.8 Enzyme activity is affected substantially by temperature
data from Baldwin and Hochachka 1970)
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Figure 5.9  Sceloporus undulatus, the eastern fence lizard, is one of
the most widely distributed lizard species in North America.
and Joseph T. Collins/Science Source

©Suzanne L.

The results of Angilletta’s experiment, which are shown
in figure 5.10, show clearly that MEI is highest in both popula-
tions of lizards at the intermediate temperature of 33°C. Note,
however, that the South Carolina lizards took in energy at a
much higher rate at 33°C. Despite this difference, lizards from
both populations performed best in a fairly narrow range of
temperatures. Analogous influences of temperature on perfor-
mance have also been well documented in plants.

Extreme Temperatures and Photosynthesis

One of the most fundamental characteristics of plants is their
ability to photosynthesize. Photosynthesis, the conversion of light
energy to the chemical energy of organic molecules, is the basis
for the life of plants—their growth, reproduction, and so on—and
the ultimate source of energy for most consumer organisms.
Photosynthesis can be summarized by the following
equation:

Light
\

Chlorophyll
6C02 + 6H20 % C6H1206 + 602

This equation indicates that as light interacts with chlorophyll,
carbon dioxide and water combine to produce sugar and oxygen
Extreme temperatures generally reduce the rate of
photosynthesis by plants. Figure 5.11 shows the influence of tem-
perature on rate of photosynthesis by a moss from a boreal for-
est, Pleurozium schreberi, and a desert shrub, Atriplex lentiformis.
The moss and the desert shrub both photosynthesize at a maxi-
mum rate over some narrow range of temperatures. Both plants
photosynthesize at lower rates at temperatures above and below
this range.
The results shown in figure 5.11 demonstrate that the moss
and the shrub have substantially different optimal temperatures
for photosynthesis. At 15°C, where the moss photosynthe-
sizes at a maximum rate, the desert shrub photosynthesizes at
about 25% of its maximum. At 44°C, where the desert shrub is

For both populations of lizards,
metabolizable energy intake (MET)
was greatest at 33°C.

(9%
w
|

% [ South Carolina S. undulatus
[0 New Jersey S. undulatus

1] )
w o
| |

39}
(=]
|

Metabolizable energy intake (kilojoules)

33 36
Temperature (°C)

Figure 5.10 The rate of metabolizable energy intake by two popula-
tions of the eastern fence lizard, Sceloporus undulatus, peaks at the same
temperature (data from Angilletta 2001).

A moss from a boreal forest A desert shrub
photosynthesizes at a photosynthesizes at a

maximum rate at 15°C. maximum rate at 44°C.

\ /

Photosynthetic rate
(% of maximum)

Boreal moss

Temperature (°C)

Figure 5.11 The optimal temperatures for photosynthesis by a
boreal forest moss and a desert shrub differ substantially (data from Kal-
lio and Kérenlampi 1975; Pearcy and Harrison 1974).

photosynthesizing at its maximum rate, the moss would probably
die. These physiological differences clearly reflect differences in
the environments where these species live and to which they are
adapted. While the moss lives in the cool boreal forests of Fin-
land, the study population of the desert shrub, 4. lentiformis, lives
near Thermal, California, in one of the hottest deserts on earth.
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Plant responses to temperature, as well as those of ani
mals, can also reflect the short-term physiological adjustments
called acclimation. Acclimation involves physiological, not
genetic, changes in response to temperature; acclimation is
generally reversible with changes in environmental conditions
Studies of A. lentiformis by Robert Pearcy (1977) clearly dem-
onstrate the effect of acclimation on photosynthesis. Pearcy
located a population of this desert shrub in Death Valley,
California, and grew plants for his experiments from cuttings
By propagating plants from cuttings, he was able to conduct
his experiments on genetically identical clones. The clones
from the Death Valley plants were grown under two tempera-
ture regimes: one set in “hot” conditions of 43°C during the
day and 30°C at night; the other set under cool conditions of
23°C during the day and 18°C at night.
Pearcy then measured the photosynthetic rates of the two
sets of plants. The plants grown in a cool environment photo-
synthesized at a maximum rate at about 32°C. Those grown
in a hot environment photosynthesized at a maximum rate at
40°C, a difference in the optimal temperature for photosyn-
thesis of 8°C. Figure 5.12 summarizes the results of Pearcy’s
experiment.
The physiological adjustments made by A. lentiformis cor-
respond to what these plants do during an annual cycle. The
plant is evergreen and photosynthesizes throughout the year,
in the cool of winter and in the heat of summer. The physi
ological adjustments suggest that acclimation by A. lentiformis
may shift its optimal temperature for photosynthesis to match
seasonal changes in environmental temperature.

Photosynthetic rate of shrubs
growing in a hotter environment
peaks at a higher temperature.

High

Data from shrubs
grown in a cool
environment

Data from shrubs
grown in a hot
environment

Rate of photosynthesis

Temperature (°C)

Figure 5.12  Growing the same species of shrub in cool versus hot

environments altered their optimal temperature for photosynthesis. This

change was a short-term physiological adjustment due to acclimation
data from Berry and Bjorkman 1980, after Pearcy 1977).

emperature and Microbial Activity

Microbes appear to have adapted to all temperatures at which
there is liquid water, from the frigid waters around the Antarc-
tic to boiling hot springs. However, while each of these envi-
ronments harbors one or more species of microbes, no known
species thrives in all these conditions. All microbes that have
been studied, like the plants and animals discussed in this sec-
tion, perform best over a fairly narrow range of temperatures
Let’s look at two microbes that live in environments at oppo-
site extremes of the aquatic temperature spectrum.
In chapter 3, we saw that most of the oceanic environment,
the largest continuous environment on the earth, lies below the
well-lighted surface waters. The organisms that live in the deep
oceans live in darkness. Their environment is also cold, gener-
ally below 5°C. This cold-water environment extends to the sur-
face in the Arctic and Antarctic. A wide variety of organisms
live in these cold waters. How do you think the performance of
these organisms is affected by temperature?
Richard Morita (1975) studied the effect of temperature
on population growth among cold-loving, or psychrophilic,
marine bacteria that live in the waters around Antarctica. He
isolated and cultured one of those bacteria, Vibrio sp., in a
temperature-gradient incubator for 80 hours. During the exper-
iment, the temperature gradient within the incubator ranged
from about —2°C to just over 9°C. The results of the experi
ment show that this Vibrio sp. grows fastest at about 4°C. At
temperatures above and below this, its population growth rate
decreases. As figure 5.13 shows, Morita recorded some growth
in the Vibrio population at temperatures approaching —2°C;

Rate of population growth by
these Antarctic bacteria was
highest at approximately 4°C.

Each point represents
population size after 80
hours of incubation at a
particular temperature.

Rate of population growth

Temperature (°C)

Figure 5.13  Antarctic bacteria have a very low optimal temperature
for population growth (data from Morita 1975).
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however, populations did not grow at temperatures above 9°C
Morita has recorded population growth among some cold-loving
bacteria at temperatures as low as —5.5°C.

Some microbes can live at very high temperatures

Microbes have been found living in all of the hot springs
that have been studied. Some of these heat-loving, or
thermophilic, microbes grow at temperatures above 40°C in
a variety of environments. The most heat-loving microbes
are the hyperthermophiles, which have temperature optima
above 80°C. Some hyperthermophiles grow best at 110°C!
Some of the most intensive studies of thermophilic and
hyperthermophilic microbes have been carried out in Yel-
lowstone National Park by Thomas Brock (1978) and his
students and colleagues. One of the genera they have studied
is Sulfolobus, a member of the microbial domain Archaea,
which obtains energy by oxidizing elemental sulfur. Jerry
Mosser and colleagues (1974) used the rate at which Sulfolo-
bus oxidizes sulfur as an index of its metabolic activity. They
studied the microbes from a series of hot springs in Yellow-
stone National Park that ranged in temperature from 63° to
92°C. The temperature optimum for the Sulfolobus popula-
tions ranged from 63° to 80°C and was related to the tem-
perature of the particular spring from which the microbes
came. For instance, one strain isolated from a 59°C spring
oxidized sulfur at a maximum rate at 63°C. This Sulfolobus
population oxidizes sulfur at a high rate within a tempera-
ture range of about 10°C (fig. 5.14). Outside of this tempera-
ture range, its rate of sulfur oxidation is much lower.
We have reviewed how temperature can affect micro-
bial activity, plant photosynthesis, and animal performance
These examples demonstrate that most organisms perform
best over a fairly narrow range of temperatures. In the next
Concept, we review how some organisms regulate their body
temperatures in response to spatial and temporal variation in
environmental temperatures.

Rate of sulfur oxidation by these
microbes from a 59°C hot spring
was highest at approximately 63°C.

A |

Each point is an average
of measurements made on
three replicate cultures
grown at a particular
temperature.

Rate of sulfur oxidation

60 70
Temperature (°C)

Figure 5.14 Hot spring microbes have a very high optimal tempera-

Concept 5.3 Review

1. Signs of thermal stress in fish include swimming on their
sides and swimming in spirals. Using what you know
about temperature and acetylcholinesterase, explain.

. How can we be sure that the two distinctive responses
to temperature shown by Atriplex lentiformis were due to
acclimation and not the result of genetic differences (see
fig. 5.12)?

Regulating Body Temperature
LEARNING OUTCOMES

After studying this section you should be able to do the following:

5.12 Define the terms poikilotherm, ectotherm, endotherm,
and homeotherm.

5.13 Outline the process of thermoregulation using an
equation that includes all major sources of heat gain
and loss.

Compare thermoregulation by endotherms and
ectotherms.

Explain the difficulty of being an endotherm in an
aquatic environment.

ure for population growth (data from Mosser, Mosser, and Brock 1974)

Many organisms have evolved ways to compensate for varia-
tions in environmental temperature by regulating body temper-
ature. So, how do organisms respond to the juxtaposition
of thermal heterogeneity in the environment and their own
fairly narrow thermal requirements? Do they sit passively and
let environmental temperatures affect them as they will, or
do they take a more active approach? Many organisms have
evolved ways to regulate body temperatures.

alancing Heat Gain Against Heat Loss

Organisms regulate body temperature by manipulating heat
gain and loss. An equation, used by K. Schmidt-Nielsen
1983), can help us understand the components of heat that
may be manipulated:
H=H,*tHy,+H,x*H — H,

cvV —

ere, H,, the total heat stored in the body of an organism,
s made up of H,, heat gained from metabolism; H_4, heat
gained or lost through conduction; H.,, heat lost or gained by
onvection; H,, heat gained or lost through electromagnetic
radiation; and H,, heat lost through evaporation. These heat
omponents represent ways that heat is transferred between
an organism and its environment. Metabolic heat, H,,, is the
energy released within an organism during the process of cel
lular respiration. Conduction is the transfer of heat between
objects in direct physical contact, as occurs when you sit on a
stone bench on a cold winter’s day; convection is the process
of heat flow between a solid body and a moving fluid, such as
A oy 1 ' ) 1 A A
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conduction or convection, H 4 and H.,, the direction of heat
flow is always from the warmer region to the colder.

Heat may also be transferred through electromagnetic radi
ation. This transfer of heat, H,, is often called simply radiation.
All objects above absolute 0, above —273°C, give off electro-
magnetic radiation, but the most obvious source in our environ-
ment is the sun. Curiously, we are blind to most of this heat flux,
because at sea level over half of the energy content of sunlight
falls outside our visible range. Much of this radiation that we
cannot see is in the infrared part of the spectrum. The electro-
magnetic radiation emitted by most objects in our environment,
including our own bodies, is also infrared light. Infrared light is
responsible for most of the warmth you feel when standing in
front of a fire or that you feel radiating from the sunny side of
a building on a winter’s day. The chilling effect of standing out-
doors under a clear, cold night sky with no wind is also mainly
due to radiative heat flux, in this case from your body to the sur-
roundings, including the night sky.

Heat may be lost by an organism through evaporation, H,
In general, we need only consider the heat lost as water evapo-
rates from the surface of an organism. The ability of water to
absorb a large amount of heat as it evaporates makes cool-
ing systems based on the evaporation of water very effective
Figure 5.15 summarizes the potential pathways by which heat
can be transferred between an organism and the environment.

So, how can organisms regulate body temperature? First
of all, many organisms don’t. The body temperature of these
organisms, called poikilotherms, varies directly with environ-
mental temperatures. Of the organisms that regulate body
temperature, most use external sources of energy and a com-
bination of anatomy and behavior to manipulate H., H,, and
H,. Animals that rely mainly on external sources of energy for
regulating body temperature are called ectotherms. Organisms

Heat gain by
metabolism (H,,)

/ Heat loss by
radiation (H,)

Heat loss by
evaporation of
water (H,)

Heat gain by \
radiation (H,) /

Heat loss or gain
by convection (H,)

Heat loss or gain $¢

by conduction (H.4)

Figure 5.15 The multiple pathways for heat exchange between
organisms and the environment

that rely heavily on internally derived metabolic heat energy,
H.,, are called endotherms. Among endotherms, birds and
mammals use metabolic energy to heat most of their bodies
Other endothermic animals, including certain fish and insects,
use metabolic energy to selectively heat critical organs. Endo-
therms that use metabolic energy to maintain a relatively
constant body temperature are called homeotherms. The only
known homeothermic organisms are birds, mammals, and
some deep-sea fish such as the opah, Lampris guttatus.

Temperature regulation presents both plants and ectother
mic animals with a similar problem. Both groups of organisms
rely primarily on external sources of energy. Despite the much
greater mobility of most ectothermic animals, the ways in which
plants and ectothermic animals solve these problems are similar.

Temperature Regulation by Plants

What sorts of environments are best for studying temperature
regulation by plants? Plant ecologists have typically concen-
trated their studies in extreme environments, such as the desert
and tundra, where the challenges of the physical environment
are greater and where ecologists believed they would find the
most dramatic adaptations.

Desert Plants

The desert environment challenges plants to avoid overheat-
ing; that is, plants are challenged to reduce their heat storage,
H,. How do desert plants meet this challenge? They, like plants
from other environments, use morphology and behavior to
alter heat exchange with the environment. Evaporative cooling
of leaves, which would increase heat loss, H,, is not a work-
able option because desert plants usually have inadequate sup-
plies of water. Also, for most plants, we can ignore H,,. Most
produce only a small quantity of heat by metabolism. So, for
a plant in a hot desert environment, our equation for heat bal
ance reduces to:

Hi=Hy*H.,tH,

To avoid heating, plants in hot deserts have three main options
decreasing heating by conduction, Hy; increasing rates of convec-
tive cooling, H,; and reducing rates of radiative heating, H,. Many
desert plants place their foliage far enough above the ground to
reduce heat gain by conduction. Many desert plants have also
evolved very small leaves and an open growth form, adaptations
that give high rates of convective cooling because they increase
the ratio of leaf surface area to volume and the movement of air
around the plant’s stems and foliage. Some desert plants have low
rates of radiative heat gain, H,, because they have evolved reflect-
ive surfaces. Many desert plants cover their leaves with a dense
coating of white plant hairs. These hairs reduce H, gain by reflect-
ing visible light, which constitutes nearly half the energy content
of sunlight.

We can see how natural selection has adapted plants to
different temperature regimes by comparing species in the
genus Encelia, which are distributed along a temperature and
moisture gradient from the coast of California to Death Valley.

James Ehleringer (1980) showed that the leaves of the coastal
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Desert plants also reduce H,
by orienting their leaves
parallel to sunlight.

Highly reflective leaves reduce /
heat gain by radiation (H,). K \

Open growth form
and small leaves
increase exposure
of plant surfaces
to wind.

High convective heat
loss to wind H..,

Low conductive heat
gain from ground H

\

Figure 5.16 The form and orientation of desert plants reduce heat
gain from the environment and facilitate cooling.

species, Encelia californica, lack hairs entirely and reflect only
about 15% of visible light. He also found that two other species
that grow partway between the cool coast regions and Death
Valley produce leaves that are somewhat pubescent and reflect
about 26% of visible light. The desert species, Encelia farinosa,
produces two sets of leaves, one set in the summer and another
when it’s cooler. The summer leaves are highly pubescent
hairy) and reflect more than 40% of solar radiation while the
cool season leaves are not.
Plants can also modify radiative heat gain, H,, by changing
the orientation of leaves and stems. Many desert plants reduce
heating by orienting their leaves parallel to the rays of the sun
or by folding them at midday, when sunlight is most intense
Figure 5.16 portrays the main processes involved in heat bal-
ance in desert plants.

Arctic and Alpine Plants

As you would probably predict, temperature regulation by
plants in cold regions, in most cases, contrasts sharply with
temperature regulation by desert plants. However, we can
model temperature regulation by plants from cold environ-
ments using the same equation we used for heat regulation in
desert plants: H, = H4 + H,, + H..
The problem here, though, is staying warm, and arctic
and alpine plants have two main options: increase their rate of
radiative heating, H,, and/or decrease their rate of convective
cooling, H,,. It appears that many plants have evolved to do
both and, as a result, can heat up to temperatures far above
air temperature. So, while favoring desert plants that reflect
light, natural selection has favored arctic and alpine plants that
absorb light with dark pigments. These dark pigments increase
radiative heat gain, H,. Arctic and alpine plants, such as the

ryas_integrifolia (see fig. 5.1), also increase their H, gain by

orienting their leaves and flowers perpendicular to the sun’s
rays. In addition, many plants increase their H, gain from
the surroundings by assuming a “cushion” growth form that
‘hugs” the ground. The ground often warms to temperatures
exceeding that of the overlying air and radiates infrared light,
which can be absorbed by cushion plants. Cushion plants can
also gain heat from warm substrate through conduction, H_4.

The cushion growth form also reduces convective heat
loss, H.,, in two main ways. First, growing close to the ground
gives them some shelter from the wind. Second, the compact,
hemispherical growth form of cushion plants reduces the ratio
of surface area to volume, which slows the movement of air
through the interior of the plant. Reduced surface area also
reduces the rate of radiative heat loss.

Figure 5.17 summarizes the processes involved in thermal
regulation by a cushion plant. As a consequence of these pro-
cesses, cushion plants are often warmer than the surrounding
air and compared to plants with other growth forms. Y. Gaus-
laa (1984), who studied the heat budgets of a variety of Scan-
dinavian plants, documented the thermal consequences of the
cushion growth form. He found that while the temperature
of plants with an open growth form closely matches air tem-
perature, the temperature of cushion plants can be over 10°C
higher than air temperature. The results of one of Gauslaa’s
comparisons are shown in figure 5.18.

Tropical Alpine Plants

Some of the most amazing examples of thermoregulation
occur among the plants that inhabit the farflung world of
the tropical alpine zone. This zone is a unique environment
with little annual variation in temperature but with so much
daily fluctuation that freezing temperatures at night are often
followed by “summer” temperatures during the day. In this
environment, natural selection has produced one of the most
remarkable examples of convergence, the giant rosette plants
that cloak the sides of tropical mountains throughout the
world (see fig. 2.40).

The giant rosette growth form has a number of features that
buffer the plant against the extreme daily temperature fluctua-
tions of the tropical alpine zone. Rosette plants generally retain
their dead leaves, which insulate the stem and protect it from
freezing. A dense pubescence, which may be 2 to 3 mm thick
covers the living leaves of most species. This thick pubescence
helps conserve heat in the cool alpine environment by creating a
dead air space above the leaf surface, which reduces convective
heat losses. Leaf pubescence on these tropical alpine plants acts
like a kind of plant fur. The rosettes of many species also secrete
and retain several liters of fluids within their rosettes or within
large, hollow inflorescences. Retaining these large volumes of
water increases the capacity of the rosette or inflorescence to
store heat. Greater heat storage, H,, during the day means a
lower probability of freezing at night. Much as the Dryas flowers
we discussed at the beginning of this chapter, the leaves of some
species act as parabolic mirrors, increasing radiative heating, H,,
of the apical bud and expanding leaves. The rosettes of some
tropical alpine plants even close over the apical bud at night
which protects the bud from freezing
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Darkly pigmented
leaves reduce reflection
and increase heat gain
by radiation (H,).

Arctic and alpine plants also
increase H, by orienting their
leaves perpendicular to sunlight.

Compact, hemispherical growth form
decreases exposure of plant surfaces
to wind.
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Figure 5.17 The growth form and orientation of the cushion plants
surrounding landscape and conserve any heat gained.

Temperature of willow, with its
open growth form, closely
matches air temperature.

The cushion plant heats
to temperatures far
above air temperature.
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Figure 5.18  An arctic cushion plant maintains significantly higher
temperatures compared to plants with a more open growth form, such as
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Temperature Regulation by Ectothermic Animals

Like plants, the vast majority of animals, including fish,
amphibians, reptiles, and invertebrates of all sorts, use external
sources of energy to regulate body temperature. These ecto-
thermic animals use means analogous to those used by plants,
including variations in body size, shape, and pigmentation
The obvious difference between plants and ectothermic ani-
mals is that the animals have more options for using behavior
to thermoregulate. Yet, as we shall see, the difference between
the behavior of these animals and that of plants is more a mat-
ter of degree than of kind.

Lizards

The eastern fence lizard, Sceloporus undulatus (see fig. 5.9),
is an ectotherm that regulates its body temperature by behav-
iors such as basking in the sun to warm its body or seeking
shade to cool. Research by Michael Angilletta showed that the
rate of metabolizable energy intake is maximized at a tempera-
ture of 33°C (see fig. 5.10). Knowing this, he studied the rela-
tionship between this optimal temperature and the preferred
emperature of S. undulatus. Angilletta (2001) explored thi
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The field and preferred
temperatures of lizards from
both populations closely
match the temperature at
which metabolizable energy
intake is maximum.

[ Preferred temperature (°C)
[ Field body temperature (°C)

Temperature at which
metabolizable energy
intake is maximum.

Temperature (°C)

New Jersey South Carolina

Population

Figure 5.19 Two populations of the eastern fence lizard,
Sceloporus undulatus, both regulate their body temperatures to match
closely the temperature of maximum metabolizable energy intake (data
from Angilletta 2001).

relationship in the laboratory and the field. In the laboratory,
he placed S. undulatus from New Jersey and South Carolina
in a temperature gradient that ranged from 26°C at one end to
38°C at the other end. He determined preferred temperature
early each morning by quickly measuring the body temperature
of each lizard. Body temperature would indicate where each liz-
ard had been in the temperature gradient, that is, its “preferred”
temperature. Angilletta examined thermoregulation by measur-
ing the body temperatures of active individuals in the field.
The results of Angilletta’s study provide strong evidence
for a correspondence among preferred temperature, thermos
regulation, and optimal temperatures in S. undulatus (fig. 5.19)
Lizards from New Jersey and South Carolina had virtually
identical preferred temperatures: 32.8° versus 32.9°C, respec-
tively. The body temperatures found by Angilletta in the field
were also very similar. The body temperatures of S. undulatus
measured in the field in New Jersey averaged 34.0°C, while
the body temperatures of S. undulatus taken in South Carolina
averaged 33.1°C. As shown in figure 5.19, both preferred tem-
peratures determined in the laboratory and the body tempera-
tures of S. undulatus measured in the field are very close to
the temperature that maximizes metabolizable energy intake
by these lizards. The following example shows that effective
thermoregulation by ectotherms is not limited to lizards.

Grasshoppers: Some Like It Hot

Many grasshoppers also bask in the sun, elevating their body
temperature to 40°C or even higher. R. I. Carruthers and his

1 1992) described | ‘o5 of erass]

even adjust their capacity for radiative heating, H,, by varying

Grasshoppers reared at low
temperatures develop dark

pigmentation that is highly

absorbent of visible light.

\

Grasshoppers reared
at high temperatures
develop reflective,
light pigmentation.

/

Figure 5.20 Rearing temperatures influence the pigmentation of
the clear-winged grasshopper.

the intensity of their pigmentation during development. When
reared at low temperatures, these species appear to compensate
by developing dark pigmentation, while at higher developmen-
tal temperatures, they produce less pigmentation (fig. 5.20)
How would changing pigmentation in response to developmen-
tal temperatures affect thermoregulation by these grasshop-
pers? Because grasshoppers reared at low temperatures develop
darker pigmentation, they increase their potential for H, gain
Because those reared at high temperatures develop lighter pig:
mentation, they reduce their potential for H, gain.
The clear-winged grasshopper, Camnula pellucida, inhabits
subalpine grasslands in the White Mountains of eastern Arizona,
where the cool mornings warm up quickly under the mountain
sun. During early morning, Camnula orients its body perpens
dicular to the sun’s rays and quickly heats to 30° to 40°C. Given
the opportunity, young Camnula will maintain a body tempera-
ture around 38° to 40°C, very close to its optimal temperature
for development. In the laboratory, Camnula is able to elevate its
body temperature to 12°C above air temperature and maintain it
within a very narrow range (& 2°C) for many hours.
Carruthers and his colleagues divided a laboratory popu-
lation of Camnula into two groups, both of which were kept at
an air temperature of about 18°C. However, one of the groups
also had access to light, while the other was restricted to the
shade. The grasshoppers that had access to light basked and
elevated their body temperatures about 10°C above air temper-
ature. Meanwhile, the body temperatures of the shaded grass-
hoppers remained close to air temperature (fig. 5.21).

Why does Camnula bask and maintain a body tempera-
ture above air temperature? The researchers estimated that
by basking in the sun the grasshopper develops faster than it
would if it allowed its body temperature to match air tempera-
ture. What other benefits might Camnula gain by maintaining
a high body temperature? The grasshopper may raise its body
emperature to 38° to 40°C to control Entomophaga grylli
fungus that infects and kills grasshoppers.
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Grasshoppers with access to light
bask, raising their body temperatures
about 10°C above air temperature.

3

Body temperatures of grasshoppers
confined to the shade nearly match
air temperature.

Temperature (°C)

Air temperature

Time (hours)

Figure 5.21 Basking allows the clear-winged grasshopper to elevate
its body temperature significantly (data from Carruthers et al. 1992).

The five points indicate the
sizes of the fungus population
after 10 days of incubation.

Sample incubated at 35°C
did not grow.

Sample incubated at 25°C
attained maximum
population size.
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Figure 5.22  High temperatures inhibit growth by Entomophaga
grylli (data from Carruthers et al. 1992).

The idea that high temperatures could control Entomophaga
was tested by growing the fungus in artificial media at 15°, 20°,
25°, 30° 35°, and 45°C. The populations grew fastest at 25°C;
above and below 25°C the fungus populations grew at a slower
rate; they did not grow at 35°C and were killed at 45°C (fig. 5.22)
After studying the growth of the fungus in artificial
media, the researchers studied how temperature influences
mortality among grasshoppers infected with the fungus
They found that exposure to 40°C temperatures for as few as
4 hours each day significantly reduced the number of grass-

| ving of E hava infections. Tt lts of 1

experiments support the hypothesis that by maintaining body

temperatures of 38° to 40°C, clear-winged grasshoppers cre/
ate an environment unsuitable for one of their most serious
pathogens.

Temperature Regulation
by Endothermic Animals

Do endothermic animals thermoregulate differently than the
other organisms we’ve discussed? Endotherms employ all the
mechanisms used by ectothermic organisms to influence heat
exchange with the environment. So, our basic equation for tem-
perature regulation, H; = H,, = Hy4 = H, = H, — H,, still
applies but with some changes in the relative importance of the
terms. Most significantly, endotherms rely a great deal more on
metabolic heat, H,,, to maintain internal temperatures.

Environmental Temperature and Metabolic
Rates of Homeotherms

P. F. Scholander and his colleagues (1950) studied thermoreg-
ulation in several mammal species by monitoring metabolic
rate while exposing them to a range of temperatures. The
range of environmental temperatures over which the meta-
bolic rate of a homeothermic animal does not change is called
its thermal neutral zone. When environmental temperatures
are within the thermal neutral zone of an inactive endother-
mic animal, its metabolic rate stays steady at resting metabo-
lism. However, if the environmental temperature falls below
or rises above the thermal neutral zone, a homeotherm’s
metabolic rate will rapidly increase to two or even three times
resting metabolism.

What causes metabolic rates to rise when environmental
temperatures are outside the thermal neutral zone? We can
use humans as a model for the responses of endotherms gener-
ally. At low temperatures, we start shivering, which generates
heat by muscle contractions. We also release hormones that
increase our metabolic rate, the rate at which we metabolize
our energy stores, which are mainly fats. Increasing metabolic
rate increases the rate at which we generate metabolic heat,
H,,. At high temperatures, heart rate and blood flow to the skin
increase. This increased blood flow transports heat from the
body core to the skin, where heat energy is radiated to the sur-
rounding environment. Radiative heat loss can be increased by
specialized structures. For example, Brazilian free-tailed bats
have specialized regions along the sides of their bodies that
radiate excess metabolic heat generated as they fly (fig. 5.23).
An evaporative cooling system based on sweating can
accelerate unloading of heat to the external environment. Many
large homeotherms, including humans, horses, and camels,
also cool by sweating. Other homeotherms do not sweat but
evaporatively cool by other means: dogs and birds pant and
marsupials and rodents moisten their body surfaces by salivat-
ing and licking. Thus, in these and other species temperature
regulation and water balance are closely related.

Scholander and his colleagues found that the breadth of
the thermal neutral zone varies a great deal among mammal
species. Based on their results, they suggested that differences

of organisms: tropical species, with narrow thermal neutral
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a)

zones, and arctic species, with broad thermal neutral zones
The researchers pointed out that the narrow thermal neutral
zone of Homo sapiens is similar to that of several species of rain
forest mammals and birds. Meanwhile, arctic species, such as
the arctic fox, have impressively broad thermal neutral zones.

b)

Figure 5.23 (a) Heat radiator on the right side of a female
Brazilian free-tailed bat indicated by arrow. The radiator area is naturally
hairless, with arterial and venous blood vessels passing close to the skin
surface. (b) A thermal image of a Brazilian free-tailed bat. The white
line across the bat marks the location of the surface temperature profile
shown on the accompanying graph. The area showing maximum surface
temperature in the thermal image is the location of the bat’s heat radia-
tor shown in a. The black arrows on the graph point to the bat’s surface
temperature at the places indicated by white arrows on the bat thermal
image (after Reichard et al. 2010). (4, b) ©Jonathan D. Reichard and Thomas
H. Kunz/Boston University

Since the normal body temperature of most mammals var-
ies from about 35° to 40°C, it is no surprise that this range
of temperatures falls within the thermal neutral zone of both
tropical and arctic species. What distinguishes tropical and
arctic species is the great tolerance that arctic species have for
cold. For instance, the arctic fox can tolerate environmental
temperatures down to —30°C without showing any increase in
metabolic rate. Meanwhile, the metabolic rate of some tropi-
cal species begins to increase when air temperature falls below
29°C. Figure 5.24 contrasts the thermal neutral zones of some
arctic and tropical species.

Tropical species maintain a
constant metabolic rate over a
narrow range of temperatures.
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Figure 5.24  Temperature and the thermal neutral zone of arctic an
rate does not change for each species (data from Scholander et al. 1950).
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From evolutionary and ecological perspectives, the impor
tant point of this discussion is that thermoregulation outside
the thermal neutral zone costs energy that could be otherwise
directed toward reproduction. How might such energetic costs
affect the distribution and abundance of organisms in nature?

Endothermic Aquatic Animals

Now let’s turn to thermoregulation by aquatic endotherms, where
the aquatic environment limits the possible ways organisms can
regulate their body temperatures. Why is that? First, as we have
seen, the capacity of water to absorb heat energy without chang:
ing temperature is about 3,000 times that of air. Second, conduc-
tive and convective heat losses to water are much more rapid than
to air, over 20 times faster in still water and up to 100 times faster
in moving water. Thus, the aquatic organism is surrounded by a
vast heat sink. The potential for heat loss to this heat sink is very
great, particularly for gill-breathing species that must expose a
large respiratory surface in order to extract sufficient oxygen from
water. In the face of these environmental difficulties, only a few
aquatic species are truly endothermic.

Aquatic birds and mammals, such as penguins, seals,
and whales, can be homeothermic in an aquatic environment
for two major reasons: First, they are all air breathers and
do not expose a large respiratory surface to the surrounding
water. Second, many endothermic aquatic animals, includ-
ing penguins, seals, and whales, are well insulated from the
heat-sapping external environment by a thick layer of fat while
others, such as the sea otter, are insulated by a layer of fur
that traps air. The parts of these animals that are not well insu-
lated, principally appendages, are outfitted with countercurrent
heat exchangers, vascular structures that reduce the rate of
heat loss to the surrounding aquatic environment. Figure 5.25
diagrams the structure and functioning of a countercurrent
heat exchanger in the flipper of a dolphin.

Blubber insulates body
of dolphin but does not
extend into flipper.

W

Body = 37°C Seawater = 14°C
Flipper

Blood vessel .
Cool returning

blood flow
Blubber

In each of many blood
vessels, heat flows from
warm incoming blood to
cool returning blood due
to conduction (H4) and
convection (H.,).

‘Warm incoming
blood flow

Figure 5.25 Countercurrent heat exchange in dolphin flippers
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Figure 5.26  Countercurrent heat exchange in RM endothermic fish.

Tunas and some sharks, are also able to be endothermic
by being well supplied with blood vessels that function as coun-
tercurrent heat exchangers. Heat is produced by the high meta-
bolic rate of the lateral swimming muscles, which is transferred
to blood in the arteries. This heat can then be transported to
the rest of the body through cutaneous veins (figure 5.26). This
type of endothermy, seen in at least 14 species of tuna and five
species of shark, has been called RM endothermy, because the
warming mechanism is slow-twitch, aerobic red muscle. Since
tuna and sharks diverged some 450 million years ago, this
shared trait is a remarkable example of convergent evolution.

The higher temperature of endotherms relative to ecto-
therms is energetically expensive to maintain, and so was
initially somewhat of an evolutionary mystery. Such an elabo-
rate adaptation would have to result in a significant energetic
benefit for it to be selected for in natural systems. To find out
what these benefits were, Yuuki Y. Watanabe of the National
Institute of Polar Research, Japan, and his colleagues used
data from animal-tracking studies to compare movements of
endothermic versus ectothermic fish (Watanabe et al. 2015)
In addition to using published data from other researchers,
they collected additional data by attaching sensors to sharks in
Alaska, the Bahamas, and the central Pacific to measure swim-
ming speeds and movements.

Wantabe’s team found that endothermic fish swam faster

fig. 5.27a) and typically had a greater migration range than
ectothermic fish, more similar to marine mammals (fig. 5.275)
Taken together, these differences from ectotherms give endo-
therms significantly more access to prey. The improved
hunting efficiency proves enough of a fitness benefit to have
allowed RM endothermy to evolve not once but multiple times

In more recent years, Wantabe and colleagues determined
that both endothermic and ectothermic fish show a positive

elationship between body size and swimming speed; however
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umblebees require some impressive physiology. Most insects
se external sources of energy to heat their bodies, but there
re some notable exceptions.

Studies of temperature regulation by moths began in the
arly 1800s. Many of these studies were focused on moths of
he family Sphingidae, the sphinx moths. Sphinx moths are
onvenient insects for study because many reach impressive
izes, large enough to be sometimes mistaken for humming-
irds. Since the nineteenth century, researchers have been
ware that active sphinx moths have elevated thoracic tem-
eratures. These early researchers also knew that temperature
increases within the thorax were due to activity of the flight

uscles contained within the thorax that vibrated the wings
nce warmed up and actively flying, sphinx moths maintained
a relatively constant thoracic tempera-
ture over a broad range of environmental
temperatures.
However, a significant problem
remained. No one knew /Aow they did it
Phillip Adams and James Heath (1964
proposed that the moths thermoregulate by
changing their metabolic rate in response to
changing environmental temperatures. In
terms of our equation for thermoregulation,
Adams and Heath proposed that the moths
increased H,, when environmental tempera-
tures fell and decreased H,,, when environ-
mental temperatures rose.

Several observations led Bernd Heinrich
(1993) to propose an alternative hypoth-
esis. He proposed that active sphinx moths
have a fairly constant metabolic rate and,
therefore, generate metabolic heat, H,,, at a
constant rate. Heinrich also proposed that
sphinx moths thermoregulate by changing
their rates of heat loss to the environment. In
terms of our equation for thermoregulation,
the moths decrease their rate of cooling by
convection, H.,, and conduction, H_4, when
environmental temperatures fall, and increase
their cooling rates when temperatures rise.

Heinrich tested his hypothesis with a
series of pioneering experiments that dems-
onstrated M. sexta cools its thorax by using
its circulatory system to transport heat to
the abdomen. In his first experiment, he
immobilized a moth and heated its thorax
with a narrow beam of light while monitor-
ing the temperature of the thorax and abdo-

men. Because it was narrow, the light beam increased radiative
heat gain, H,, of the thorax only. Heinrich used the beam to
simulate metabolic heat production by the flight muscles. He
observed that the thoracic temperature of these heated moths
stabilized at about 44°C. Meanwhile, their abdominal tempera-
tures gradually increased.

Bony fish and sharks have the
same pattern of greater speed in
endotherms than ectotherms
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Figure 5.27  (a) The mean swimming speed of ectothermic versus ¢endothermic bony
fishes and sharks, based on data from 13 different species. (») The maximum annual migration
range of endothermic fish (9 species), ectothermic fish (11 species), and marine mammals
(10 species) (data from Watanabe et al. 2015).

even small endothermic fish swim faster than much larger
ectotherms (Wantabe et al. 2019).
Warming Insect Flight Muscles

Have you ever gone outside on a cool fall or spring morning
when few insects were active, and yet met with bumblebees

visiting flowers? Were you surprised? While you may have

ken the meetine f 1. these early mornine foravs |

These results indicated that heat within the thorax was

ransferred to the abdomen. Heinrich proposed that bloo
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A first experiment showed that a
live moth keeps its thorax from
overheating, while the thorax of a

Narrow beam
heat lamp is used
to heat thorax.

A second experiment showed that
tying off the circulation between
the thorax and abdomen of a

dead moth overheats.
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Figure 5.28 The circulatory system plays a central role in thermore;

flowing from the thorax to the abdomen was the means of
heat transfer. To confirm this, he conducted a second experi
ment. He tied off blood flow to the thorax using a fine human
hair. With this blood flow stopped, flying moths overheated
and stopped flying. Instead of stabilizing at 44°C, the thoracic
temperatures approached the lethal limit of 46°C. An interest-
ing debate between two groups of researchers with competing
hypotheses was decided by two decisive experiments, which
are summarized by figure 5.28.

Endothermic insects were a surprise to many biologists
The existence of endothermic plants was even more surprising

Temperature Regulation
by Thermogenic Plants

Roger Knutson (1974, 1979) visited a marsh on a cold Febru-
ary day in northeast lowa, where he saw eastern skunk cabbage,
Symplocarpus foetidus, emerging from the frozen landscape
Because the skunk cabbages were encircled by bare ground, it
seemed that they had generated enough heat to melt their way
through the snow. Knutson returned the next day with a ther-
mometer and so began a research project that produced some
surprising observations of thermoregulation by plants.
Almost all plants are poikilothermic ectotherms. How-
ever, plants in the family Araceae have the unusual habit of

free-flying moth causes the thorax
to overheat.

Temperature of thorax
stabilizes at 42°C.
/Abdomen heats up.

Free-flying moth
(circulation intact)

Metabolic heat from
contraction of flight

muscles.
Thorax

overheats.

Abdomen remains
at air temperature.

Moth overheats to 46°C
and falls to the floor unable
to continue flying.

Free-flying moth
(circulation to
abdomen blocked)

gulation by the moth Manduca sexta (data from Heinrich 1993).

using metabolic energy to heat their flowers. Some of the

temperate species in this mostly tropical family use this abil-
ity to protect their inflorescences from freezing and to attract
pollinators. One of the most studied of these temperate spe-
cies is the eastern skunk cabbage, which lives in the decidu-
ous forests of eastern North America. This skunk cabbage
blooms from February to March, when air temperatures vary
between —15° and 15°C. During this period, the inflores-
cence of the plant, which weighs from 2 to 9 g, maintains a
temperature 15° to 35°C above air temperature. As Knutson
observed, this temperature is warm enough so that S. foetidus
can melt its way through snow. The plant’s inflorescences
can maintain these elevated temperatures for up to 14 days
During this period, it functions as an endothermic organism
How does the skunk cabbage fuel the heating of its inflo-
rescence? It has a large root in which it stores a great quantity
of starch. Some of this starch is translocated to the inflores-
cence, where it is metabolized at a high rate, generating heat in
the process. This heat, besides keeping the inflorescence from
freezing, may help attract pollinators. Various pollinators are
attracted to both the warmth and the sweetish scent given off
by the plant. Some of the biology of this interesting plant is
summarized in figure 5.29.

The inflorescence of the skunk cabbage maintains a high
respiratory rate, equivalent to that of a small mammal of simi-
lar size. However, its metabolic rate is not constant. The plant

| . boli fall. which i
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Figure 5.29 Eastern skunk cabbage, an endothermic plant,
can melt its way up through spring snow cover (data from Knutson 1974).

Spadix of eastern skunk cabbage
has higher metabolic rates at lower
temperatures.
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Concept 5.4 Review

1. Why would it be a disadvantage for a plant to produce
highly reflective, pubescent leaves in both hot and cool
seasons?

. Can behavioral thermoregulation be precise? What evi-
dence supports your answer?

. Why are all the endothermic fish relatively large?

. How does the effect of temperature on population growth
by Entomophaga (fig. 5.22) compare to the effect of tem-
perature on population growth by bacteria as shown in
figures 5.13 and 5.14?

Surviving Extreme Temperatures

LEARNING OUTCOMES
After studying this section you should be able to do the following:

5.16 Distinguish between torpor, hibernation, and estivation.

5.17 Describe the role of microclimate in tiger beetle daily
activity patterns.

5.18 Explain the central role of energy availability in tor-
por and hibernation.

T
10

Air temperature (°C)

Figure 5.30 Air temperature has a clear influence on the
metabolic rate of eastern skunk cabbage (data from Knutson 1974).

the rate of metabolic heat production. By adjusting its meta-
bolic rate, the plant can maintain its inflorescence at a simi-
lar temperature despite substantial variation in environmental
temperature (fig. 5.30).

In this section, we have considered how various organ-
isms regulate their body temperatures by using external
sources of energy, internal sources of energy, or both. Ther-
moregulation is possible where organisms face tempera-
tures within their range of tolerance. However, in the face of
extreme temperatures, thermoregulation may not be a viable
option. In such circumstances, organisms may turn to other

survival strategies

Many organisms survive extreme temperatures by entering a rest-
ing stage. Think of an environment that is either very cold or
very hot, perhaps a temperate forest in winter or a desert in the
middle of a hot summer’s day. If you have been in such an envi-
ronment, you may have noticed less obvious biological activity
than at other times of the year. Many plants are dormant, few
birds are active, and insects may not be evident. Many organisms
have evolved ways to avoid extreme environmental temperatures
by entering a resting stage. This stage may be as simple as rest
ing in a sheltered spot during the heat of the day or may involve
elaborate physiological and behavioral adjustments. Let’s exam-
ine some of the ways organisms avoid extreme temperatures.

Inactivity

A simple way to avoid extreme environmental temperatures is
to seek shelter during the hottest or coldest times of the day.
Let’s consider some beetles that take shelter during the middle
of the day, when environmental temperatures are too high.
Many organisms live on the beaches of New Zealand,
including small, predatory tiger beetles. One species of black
tiger beetle, Neocicindela perhispida campbelli, lives on black
sand beaches. As we saw earlier in the chapter, these black sand
beaches heat up rapidly in the morning sun and reach higher
temperatures than nearby white sand beaches (see fig. 5.4). The
black beetles that live on these beaches also heat up quickly.
By basking in the morning sun, they warm enough to become
active early in the day. However, later in the day, they must work
very hard to avoid overheating.

The beetles maintain their body temperature at about
36.4°C by shuttling between sun and shade and by facing into
he sun to orient themselves parallel to the sun’s rays. The beetle:
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In the morning, when air
temperature is 25°C and
sand temperature is 35°C,
all beetles are in the sun.

In sun
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As sand temperatures
approach 70°C, most
beetles are in the shade.
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Figure 5.31 Tiger beetles’ avoidance of high environmental
temperatures helps them avoid elevating their body temperatures above
acceptable levels (data from Hadley, Savill, and Schultz 1992).

also reduce heating by increasing their rate of convective cooling
They do this by “stilting,” standing on the tips of their feet and
extending their legs, to get themselves a bit higher into the air.
With this combination of behaviors, the beetle maintains its body
temperature substantially below the temperature of the sand.
Thermoregulation becomes difficult by midday, however,
when sand temperatures may reach 70°C. Most of the beetles
simply avoid these high temperatures by leaving. As shown in
figure 5.31, those beetles that remain active are mostly in the shade
Now let’s look at hummingbirds that live in environments,
where maintaining an elevated body temperature during cold
nights requires a great deal of energy.

Reducing Metabolic Rate

Hummingbirds are small birds that depend on a diet of nectar
and insects to maintain a high metabolic rate and a body tem-
perature of about 39°C. When food is abundant, they maintain
these high rates throughout the day and night. However, when
food is scarce and night temperatures are low, hummingbirds
may enter torpor. Torpor is a state of low metabolic rate and
lowered body temperature. During torpor, a hummingbird’s
body temperature is about 12° to 17°C, quite a reduction
from 39°C. Because this lower body temperature is a direct
consequence of a lower metabolic rate, a hummingbird in tor

or saves a lot of energy. How much energy is saved? F. L

Carpenter and colleagues (1993) estimated that rufus hums
mingbirds that maintained full body temperature all night lost
metabolized) about 0.24 g of fat. In contrast, birds in a state
of torpor lost only 0.02 g of fat, resulting in an energy savings
of over 90%.

This much was known when William Calder (1994) began
a study to discover the circumstances under which humming-
birds use torpor. When he began his work, there were two
major hypotheses. The “routine” hypothesis proposed that
hummingbirds go into torpor regularly, perhaps every night
The “emergency-only” hypothesis proposed that humming-
birds go into torpor only when food supplies are inadequate.
Since wild hummingbirds are difficult to follow, how could
Calder determine whether they go into torpor at night? By weigh-
ing hummingbirds just before they went to their night roosts
and then again first thing in the morning, he could estimate the
amount of fat metabolized during the night. A hummingbird in
torpor would lose much less weight. To weigh hummingbirds,
Calder either captured them in mist nets or rigged the perch on
a hummingbird feeder with an electronic balance.
Calder’s observations of broad-tailed hummingbirds did
not support the routine hypothesis. He found that on most
nights the hummingbirds lost 15 times the amount of weight,
as a result of burning fat, than they would have if they had gone
into torpor. Clearly, hummingbirds usually have elevated meta-
bolic rates during the night and go into torpor only occasionally.
Calder found that hummingbirds use torpor under two main cir-
cumstances: (1) when they arrive at breeding or wintering sites
before flowers are abundant and (2) when their food intake is
reduced by decreased nectar production by flowers or by storms
that interfere with their feeding. As with Heinrich’s work on
moth thermoregulation, Calder’s observations resolved a debate
between two competing hypotheses (fig. 5.32).
While hummingbirds may go into torpor for several hours
each night, other animals can go into a state of reduced metab-
olism that may last several months. If this state occurs mainly
in winter, it is called hibernation. If it occurs in summer, it is
called estivation. During hibernation, the body temperature of
arctic ground squirrels may drop to 2°C. The metabolic rates
of hibernating marmots may fall to 3% of levels during active
periods. During estivation, the metabolic rate of long-neck
turtles may fall to 28% of their normal metabolic rate. Such
reductions in metabolic rate allow these animals to survive
long arctic and alpine winters or hot, dry periods in the desert,
during which they must rely entirely on stored energy reserves
Under some conditions, even tropical species may hibernate.

Hibernation by a Tropical Species

While most studies of hibernation have focused on tem-
perate and arctic species, there are tropical animals that
hibernate. One of those species is a primate called the
fat-tailed dwarf lemur, Cheirogaleus medius (fig. 5.33). C.
medius lives in the tropical dry forests of western Mada-
gascar, where it is active during 5 months and hibernates
for 7 months. As its common name implies, C. medius
is_a small primate, with a body length of about 20 ¢
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Figure 5.32  The availability of nectar affects whether broad-tailed h

Figure 5.33  The fattailed dwarf lemur, Cheirogaleus medius,
inhabits tropical dry forests in western Madagascar, where it hibernates
through most of the dry season. imageBROKER/Alamy Stock Photo

and a tail of about the same length. As adults they weigh
about 140 g. The tail of C. medius is a primary site for
storing the fat that the species uses for energy during
its long hibernation. C. medius lives in trees, sleeping in
tree cavities during the day in groups of up to five indi-
viduals and foraging in the canopy at night. In contrast
to its daytime roosting behavior, C. medius is entirely
solitary while foraging at night. The main foods of
C. medius are fruits and flowers, but it also eats some
insects and small vertebrate animals such as chameleons.

Why do these tropical primates hibernate? Photos of
tropical dry forest landscape during wet and dry seasons and
climate diagrams of tropical dry forest provide a suggestion
see figs. 2.13 and 2.14). During the wet season, tropical dry
orests are very productive of the fruits and flowers eaten by

A hummingbird in torpor
has a low metabolic rate

Bod